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Abstract Gabor wavelet can extract most informative and efficient texture features for dif-
ferent computer vision and multimedia applications. Features extracted by Gabor wavelet
have similar information as visualized by the receptive field of simple cells in the visual
cortex of the mammalian brains. This motivates researchers to use Gabor wavelet for fea-
ture extraction. Gabor wavelet features are used for many multimedia applications such as
stereo matching, face and facial expression recognition (FER), texture representation for
segmentation. This motivates us to analyze Gabor features to evaluate their effectiveness in
representing an image. In this paper, three major characteristics of Gabor features are estab-
lished viz., (i) Real coefficients of Gabor wavelet alone is sufficient enough to represent
an image; (ii) Local Gabor wavelet features with overlapping regions represent an image
more accurately as compared to the global Gabor features and the local features extracted
for the non-overlapping regions; and (iii) Real coefficients of overlapping regions are more
robust to radiometric changes as compared to the features extracted from both global and
local (non-overlapping regions) by using real, imaginary and magnitude information of a
Gabor wavelet. The efficacy and effectiveness of these findings are evaluated by recon-
structing the original image using the extracted features, and subsequently the reconstructed
image is compared with the original image. Experimental results show that the local Gabor
wavelet features extracted from overlapping regions represent an image more efficiently
than the global and non-overlapping region-based features. Experimental results also show
that the real coefficients alone is sufficient enough to represent an image more accurately
as compared to the imaginary and magnitude informations.
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1 Introduction

Feature extraction is an important and active research topic of Computer Vision. Also, many
multimedia applications such as face recognition, texture image classification, image index-
ing and retrieval employees Gabor wavelet for feature extraction [13, 21]. Some of these
applications need a disparity map which can be obtained from stereo correspondence [1, 11,
14]. The disparity map gives an additional information for these applications.

Again, feature extraction may be local or a global process. Global features extract a
prominent information of an image, whereas local features extract a detailed information.
Depending on the applications, either local or global features may be employed.

Gabor filter was first proposed by Daugman, and it is extended for 2D domain to extract
the information of image textures [3, 4]. This is done by convolving an image with the
Gabor wavelet kernel. Some of the applications which use a Gabor wavelet for feature
extraction, and subsequent pattern classification are discussed in this context. In general,
the feature vector is the concatenation of features extracted by a Gabor filter for different
orientations and scales [23]. Another way of extracting Gabor features is by applying gray
level co-occurrence matrix over the Gabor wavelet convolved images. In another approach,
covariance matrix is calculated for all the Gabor filtered images [30, 31]. Finally, non-
duplicated values of the covariance matrix are used as features. The simplicity and success
of local binary pattern (LBP) in many applications motivates the researchers to use LBP on
Gabor filtered images [20]. Another recent approach is the adaptation of fractal signature of
magnitude coefficients for efficient texture feature extraction [35].

Zhang et al used histogram of Gabor phase pattern (HGPP) as a feature for face
recognition [36]. Xu et al extracted Gabor features from depth and intensity images, and
subsequently used this feature for face recognition [32]. Jahanbin et al obtained Gabor fea-
tures separately from co-registered range and portrait image pairs at fiducial points [8].
These two features are merged to use for face recognition.

Yang et al also used Gabor wavelet for face classification [34]. This method takes care
the cases of occlusion by constructing a compact occlusion dictionary from Gabor features.
In [33], facial expression representation model is proposed using the statistical character-
istics of training images. Texture and shape information are used to measure the similarity
between the testing images and the facial expression models. Zhang et al proposed a FER
system with a capability of handling occlusion [37]. A set of face templates are extracted
from the Gabor filtered images using Monte Carlo algorithm. Extracted features are robust
to occlusion.

Gabor wavelet is also used for image indexing and retrieval [17]. Input image is decom-
posed by Gabor wavelet at different scales and orientations. The obtained coefficients
contain certain redundant information.

Edge detection using simplified Gabor wavelet is presented in [9]. In this method, ini-
tially input image is convolved with quantized imaginary Gabor filter by considering two
orientations and one scale.

Shen and Jia proposed a 3D Gabor wavelet for hyperspectral image classification [24].
This 3D Gabor wavelet is convolved with an input image to obtain the feature vector.
2D Gabor wavelet-based automatic retinal vessel segmentation is proposed in [25]. In this
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method, image is filtered by a 2D Gabor wavelet with different orientations and scales. At a
particular scale, maximum value of the coefficients for all the possible orientations is taken
for each pixel. This procedure is repeated for all the scales to form the feature vector.

It has to be noted that the above mentioned methods use magnitude information of Gabor
wavelet, which require both real and imaginary coefficients. In this paper, an extensive anal-
ysis of Gabor filter properties is presented. It has been established that the real coefficients
of a Gabor filter alone can be more effectively used to extract necessary information of an
image in place of magnitude information. To validate our claim, local Gabor wavelet fea-
tures are extracted for all the image pixels from the overlapping neighboring regions. The
performance of this local Gabor wavelet feature is compared with the global Gabor features.
Additionally, the performance of the above local feature is also compared with the local
features extracted from non-overlapping regions.

Jones and Palmer mentioned that an optimal performance of 2D Gabor filter can be
obtained by using real part of the filter in [10]. Further, Daugman proposed a new feature
extraction method by considering elementary 2D Gabor functions [5]. In this paper, neural
network is employed to achieve this task. In these two papers, authors simply mentioned
“real part of the complex Gabor function is a good fit to the receptive field weight functions
found in simple cells in a cat’s striate cortex”. They did not establish their claim either
experimentally and/or analytically. But in our paper, extensive experimental evaluations
are done to validate the effectiveness of the real coefficients of the Gabor features. It is
also observed from our experimental analysis that real coefficients can give almost similar
performance as that given by the magnitude information for the applications like stereo
correspondence. Additionally, extensive experimental investigations are done for analyzing
the characteristics of Gabor features for synthetic illumination changes and real radiometric
variations.

Based on the above literatures and observations, major contributions of this paper can be
summarized as follows:

— Real coefficients of Gabor wavelet alone are sufficient enough to represent an image.
Our claim is validated by considering three different cases: (i) Global Gabor features,
(ii) Local Gabor features extracted from overlapping regions, and (iii) Local Gabor fea-
tures extracted from non-overlapping regions. In all these cases, it is observed that real
coefficients alone can represent an image more efficiently as compared to the Gabor
imaginary coefficients. Also, the real coefficients can represent an image almost in the
similar manner as compared to the magnitude information.

— Three different features (global Gabor features, local Gabor features for overlapping
regions and local Gabor features for non-overlapping regions) are analyzed. It is again
observed that local Gabor features for overlapping regions can represent an image more
accurately compared to other two counterparts.

— Robustness of all the three Gabor features are analyzed for radiometric variations in a
scene, and we found that the real coefficients of local Gabor features for overlapping
regions are more robust as compared to the Gabor features extracted from the imaginary
part or magnitude information. Also, this method is significantly better than the local
Gabor features for non-overlapping regions and the global features.

This paper is organized as follows: Section 2 describes the basics of Gabor wavelet.
Global and local Gabor wavelet feature extraction methods are explained in Sections 3 and
4 respectively. Section 5 is intended for showing extensive experimental results, and finally,
we draw our conclusions in Section 6.
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2 Basics of Gabor wavelet

2D Gabor functions are Gaussian modulated complex sinusoids, which is given by:
2

e,y = e T [ 1)

The first term in the square bracket in equation (1) determines the oscillatory part of the
Gabor kernel, and the second term is used to compensate the DC value [15]. Gabor wavelets
are referred as a class of self-similar functions generated by the process of orientation and
scaling of the 2D Gabor function, which is given by:

gmn(x,y) =a "g(xq, ya), a>1,

Xqg =a "(xcosO + ysin€) and 2

Vg =a " (—xsinf + ycosH)
Here, 60 = K , where K is the total number of orientations, and a is the scale factor
[2]. Frequency and orientation representations of a Gabor filter are very similar to those
of the human visual system. That is why, Gabor features are quite appropriate for texture
representation and discrimination.

—m

3 Global Gabor wavelet feature (GGWF) extraction

Global features can be used to represent the entire image, while local features can represent
a particular region of an image. In most of the cases, the dimension of global features are
less than the dimension of the input image. So, the global feature extraction methods may be
considered as the dimensionality reduction techniques. Global features are fast to compute.

Let us consider an image / of size P x Q. In order to obtain the GGWEF, the input image
I is convolved with the Gabor function which is tuned to different scales and orientations,
and the obtained coefficients represent the global feature F'. Mathematically, it is given by:

F:I*gpqsvpz(),]»"'7(””_1),51:1,"',” (3)

where, “x ” is the convolution operator. For a Gabor kernel of size N, x N, with m' scale
and n'" orientation, the filtered image F,,, is given by:

Finn = I * gmn
B Y “)

= Z Z I(x —k,y —Dgmnk, 1)
k=11=1

Since Gabor function is a Gaussian modulated complex sinusoid, the above equation can
be separated into two parts - real and imaginary parts given by

Freal = (I s real{gpg)).¥p = 0,1, , (m — 1), )
q — 17 B 7}
Fpa® = (I ximaglgpg) Vp =0,1,---, (m — 1), ©)
q —_— 1, “ e . n
The magnitude of the Gabor filtered output is calculated as follows:
Fee = \J(Fpealy? 4 (Fimes)? )

First row of Fig. 1 shows images represented using global Gabor wavelet features. In this
figure, input image, image represented using the real coefficients, image represented using
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Fig. 1 Gabor wavelet filtered images. First row - Global Gabor filtered images (GGWF) and second row
- local Gabor filtered images (LGWF) for overlapping regions. Input image, image represented using the
real coefficients, image represented using the imaginary coefficients, and the image represented using the
magnitude information are shown from the left to right in this figure

the imaginary coefficients, and the image represented using the magnitude information for
m = 2, k = 2 in equations (3), (5), (6) and (7) are shown from the left to right.

When the family of Gabor wavelet forms a frame, they can completely represent an input
image, i.e., when a Gabor wavelet family is treated as an orthonormal basis, then an input
image can be approximately recovered by the linear superposition of these bases weighted
by the wavelet coefficients [15]. The reconstructed image I"°“°" using GGWF vector is
found as follows:

Ir€C0ﬂ

2
=mg(gpq’Fm”>gpq’vp=0’1"“ Sm=1, g=1--.n (3)

where, (A + B) /2 is the frame redundancy measurement, B/ A is the frame tightness mea-
surement. When B = A, the frame forms a tight frame, and the reconstruction using the
inverse formula is exact.

Fig. 2 Reconstruction of original image with GGWF and LGWE. First row shows the reconstructed image
using GGWE, and the second row shows the reconstructed image using LGWF for overlapping regions. Input
image, image reconstructed using the real coefficients, image reconstructed using the imaginary coefficients,
and the image reconstructed using the magnitude information are shown from the left to right in this figure
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Teddy image reconstructed using the extracted global features is shown in first row of
Fig. 2. From both Figs. 1 and 2, it is observed that the image represented/reconstructed
using the real coefficients and the magnitude are almost visually similar to the input
image, whereas image represented using the imaginary coefficients significantly visually
different as compared to the image represented/reconstructed by both real and magnitude
informations.

Image reconstructed using only the real coefficients is similar to the image reconstructed
using the magnitude information, but memory requirement is reduced by half when only
the real coefficients are used [22]. This is due to the fact that both real and imaginary
informations are needed to be stored to extract the magnitude information, which is not the
case for storing only the real information.

4 Local Gabor wavelet feature (LGWF) extraction

Local features represent a region of interest of an image. Generally, these local features are
obtained by considering the gray-scale value and/or color information of a pixel. A good
local feature should uniquely represent a particular point in an image. Local features are gen-
erally used for the applications such as stereo matching, object tracking, 3D calibration and
3D reconstruction. In this paper, local features are extracted using both overlapping and non-
overlapping regions. The procedure of LGWF extraction, and subsequent reconstruction of
the original image by using the extracted features is discussed below.

Figure 3 shows the block diagram of Gabor wavelet-based local feature extraction from
overlapping regions, where the square (pink and green color) represents two local image
patches. In this figure, the pixel for which the feature is extracted is shown in the form of a
small green circle. It is seen that the neighboring regions of the two patches have a common
region, and hence the method is termed as feature extraction from overlapping regions. Let
us consider an image I of size P x Q. To find the local feature vector for the pixel 7 (i, j),
a certain neighborhood N (i, j) of size u x v is considered. This patch is convolved with the
Gabor kernel g,,, (refer to equation (2)) for different orientations and scales, which is given
by:

Fr(i, j) =[Rog Rig -+ Rm—ngl?, Yg=1,....,n )

where,
Npq:[fpl(isj) fpz(imj) fpn(imj)]’ p:()vv(m_l)

Smn @, J) = N3, J) * gmn (10)
Inputimage Image block Gaborwavelet
DEENCEER
*
=27 Local Gabor

feature
ODEEEEEER

Fig. 3 Block diagram of local Gabor wavelet feature extraction from overlapping regions
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This procedure is repeated for all the pixels of an image, and each pixel has a set of
Gabor coefficients. The images represented using the real, imaginary and the magnitude
informations for Teddy image with m = 2, k = 2 are shown in second row of Fig. 1.

Reconstruction of the original image using the real coefficients, imaginary coefficients,
and both real and imaginary coefficients (magnitude) of local Gabor wavelet are performed
by using the equation as given below:

"G ) = iy {Aigggpq, FL>gpq} (10

To compare the reconstructed image with the original image, average of the coefficients
is computed for each of the pixels. Figure 2 shows the images which are reconstructed
using the extracted local features from the overlapping regions. The reconstructed images
using the real coefficients, imaginary coefficients and the magnitude information by using
equation (11) are shown in second row of Fig. 2.

An input image is partitioned into subregions of size u; x v; to find the LGWF from
the non-overlapping regions. In this case, the extracted coefficients characterize the entire
region, whereas in the case of overlapping regions, the extracted coefficients character-
ize a particular pixel. Equations (9—11) with slight modifications can also be employed to
represent and reconstruct the original image for non-overlapping regions.

5 Experimental results

To evaluate the performance of the extracted Gabor features, Middlebury stereo images are
used [6, 26-29]. Experimental evaluations are performed by considering different window
sizes, various orientations and scales. Additionally, performance of these features are eval-
uated for synthetic illumination changes (gain change, bias change, gamma and vignetting
changes). Also, these evaluations are performed for real radiometric changes which include
the change in the exposure and light source. Metrics used for these evaluations are mean
square error (MSE), correlation coefficient (CC), universal quality index (UQI or QI) and
structural similarity index (SSI) [16].
Mathematically, these metrics can be expressed as follows:

1
M x N

MSE =

M N
PP UGHE( )% (12)

i=1 j=1

where, [ is an input image, J is the reconstructed image.

cC - cov(/, J)’

oj0yj

0<CC<1 (13)

where, cov(/, J) denotes the covariance between the input and reconstructed images. oy
and oy are the standard deviation of the input and the reconstructed images respectively.

AT 2
oI = o1J T 201012 (14)
o107 (1)’ +(J) o1 T
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where, o7 represents the standard deviation, 7 and J are the mean of / and J respectively.

(ZI_J_-l- C]) Qorj + )

SSI = ———
(2472 +c1) (0} +02+2)

. 0<SSI<1 (15)

Lesser values of MSE and larger values of CC, QI and SSI indicate better similarity of
the reconstructed image with the original image. For evaluation, images are reconstructed
using both the global and local features which are extracted from both overlapping and
non-overlapping regions. The reconstructed images are normalized in the range of [0-1].
Figure 4 shows the image represented using the real coefficients, image represented using
the imaginary coefficients, and the image represented using the magnitude information

Fig. 4 Experimental results for some additional images; First row - input image, second, third and fourth
rows show features extracted from overlapping regions; Fifth, sixth and seventh rows show features extracted
from global regions; Second and fifth rows show the image represented by using real coefficients, third
and sixth rows show the image represented by using imaginary coefficients; fourth and seventh rows show
the image represented by using magnitude information; Left to right - Aloe, Dolls, Hoops, Livingroom,
Motorcycle and Recycle images
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Table 1 Comparison (by MSE and CC) of the local features (both overlapping and non-overlapping regions)
for different window sizes

Window MSE (overlapping) MSE (non-overlapping)  CC(overlapping)  CC (non-overlapping)

size real imag mag real imag mag real imag mag real imag mag
9x9 623 1718 817 912 2678 1120 0.901 0.724 0.901 0.846 0.198 0.846
11 x 11 681 1345 1739 890 3293 1373 0.891 0.742 0.891 0.858 0.202 0.858

13 x 13 955 2391 1009 591 3320 1191 0.871 0.574 0.871 0.886 0.106 0.886
15 x 15 953 2818 1106 769 2742 1177 0.872 0.491 0.872 0.851 0.202 0.851

extracted from both global and overlapping regions. In the following figures and tables,
real,imag and mag denote the real, imaginary and magnitude information of the extracted
features, while OL, NO and G correspond to overlapping, non-overlapping and global
regions.

5.1 Different window sizes

Tables 1 and 2 show the performance of local features which are extracted from overlapping
and non-overlapping regions for different window sizes. Performance of the features for
overlapping regions decreases with the increase of window size, whereas the performance of
features extracted from non-overlapping regions increases with the increase of window size.
For overlapping regions, feature vectors are extracted for each of the pixels of an image. So
if the window size is increased, many neighboring pixels influence the feature vector of the
center pixel. The extracted features can characterize a pixel more effectively when all the
neighboring pixels belong to a homogeneous region. On the other hand, the feature vector
cannot effectively represent a pixel for the case when some of the neighboring pixels belong
to different regions. So, the reconstruction error increases with the increase in window size.
For non-overlapping regions, a feature vector is extracted for each of the image patches.
When the window size is increased, it encloses more number of pixels. These pixels in turn
provide additional information to the extracted feature of the patch. Hence, the extracted
feature vector will be able to effectively represent an image patch.

5.2 Different number of orientations

The performance of GGWF and LGWF (both overlapping and non-overlapping regions) for
different number of orientations K = 1,2, 3,4,5,6, 7 and 8 are shown in Table 3, and in

Table 2 Comparison (by SSI and QI) of the local features (both overlapping and non-overlapping regions)
for different window sizes

Window SSI (overlapping) SSI (non-overlapping) QI (overlapping) QI (non-overlapping)

size real imag mag real imag mag real imag mag real imag mag

9x9 0.732 0.338 0.606 0.614 0.178 0.556 0.708 0.285 0.572 0.600 0.121 0.538
11 x 11 0.689 0.367 0.581 0.605 0.189 0.470 0.662 0.311 0.544 0.584 0.140 0.444
13 x 13 0.635 0.192 0484 0.716 0.181 0.562 0.605 0.123 0.438 0.705 0.125 0.542
15x15 0.626 0.121 0.445 0.623 0.176 0.516 0.596 0.045 0.394 0.608 0.114 0.493
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Table 3 Comparison (by CC) of the global and local features (both overlapping and non-overlapping
regions) for different number of orientations

No. of CC (overlapping) CC (non-overlapping) CC (global)

orientations real imag mag real imag mag real imag mag

1 0.968  0.897  0.968 0.886  0.077 0.886 0.800  0.274  0.800
2 0.968  0.927  0.968 0.886  0.106  0.886 0.902  0.365 0.902
3 0.968  0.927  0.968 0.885 0.106  0.885 0.971 0.370  0.971
4 0.968  0.927  0.968 0.885 0.106  0.885 0.973 0.370  0.973
5 0.968  0.927  0.968 0.885 0.106  0.885 0.971 0.370  0.971
[§ 0.968  0.927  0.968 0.885 0.106  0.885 0.971 0.370  0.971
7 0.968  0.927  0.968 0.885 0.106  0.885 0.971 0.370  0.971
8 0.968  0.927  0.968 0.885 0.106  0.885 0.971 0.370  0.971

Fig. 5. For local features, there is no significant change in the performance for more num-
ber of orientations, whereas global feature shows better performance with the increase of
number of orientations. The entire image used for global feature extraction has more pixel
variations as compared to the pixel variations in the image patches used for local feature
extraction. So, global feature is able to represent these variations more efficiently with the
increase of number of orientations. In case of the local feature, few number of orienta-
tions are sufficient enough to represent the pixel variations present in the image patches.
This finding is illustrated for global features in Fig. 6. Figure 6 shows the reconstructed
cones image for 2, 4, 6 and 8 number of orientations. An image can be reconstructed more
accurately with more number of orientations.

5.3 Different number of scales

The performance of Gabor features are also evaluated for different scales as shown in
Tables 4 and 5. When the number of scale is 1, the performance of LGWF (overlap-

——real(OL) -m=-imag(OL) -—mag(OL) ——real(NO) ——imag(NO)

--mag(NO) ——real(G) imag(G) - -mag(G)
e 19, . - b (P
3000 0.8 e 2 ——
w
w 2000 7 O I e 506 . g sacy
> n )
0.4 0.4
1000 |
0.2 ‘ ; 0.2
0 ——  — et o it o 0 e’
1 2 3 456 7 8 1 2 3 4 5 6 7 8 1 2 3 45 6 7 8
Number of orientations Number of orientations Number of orientations
a b c

Fig. 5 Comparison by (a) MSE; (b) SSI; (¢) UQI of global and local features (both overlapping and non-
overlapping regions) for different numbers of orientations
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Fig. 6 Image reconstructed using global feature for (a) 2; (b) 4; (¢) 6; (d) 8 number of orientations

ping regions) is comparable to the global features. On the other hand, LGWF (overlapping
regions) performs better as compared to the global features when the number of scales is
2. Few number of scales are able to represent the pixel variations in the image patch used
for local feature extraction. Hence, the error value remains almost same for different scales.
However for global features, high frequency information is lost with the increase of num-
ber of scales. So, the image reconstructed using these low resolution images can produces
an approximate original image. Hence, the more number of scales increases the error. This
finding is illustrated in Fig. 7.

5.4 Synthetic illumination changes

The performance of Gabor features are investigated for illumination changes. To incorpo-
rate synthetic illumination changes, left image is kept unaltered, while the intensity values
of the pixels of the right image are altered. [llumination change may be global or local.
Global illumination changes can further be classified as linear or non-linear. To evaluate the
performance of these features under varying illumination conditions, the intensity values of
the pixels of the right image are varied synthetically using the formula which is given by:

o= win8 (255(255 )™ ), my, vy > 0 (16)

where, I; is the input image and I, is the synthetically varied image of I;. m s, ay and y are
the multiplicative (gain change), additive (bias change) and gamma factors respectively [18].
In the above formula, multiplicative and additive factors represent a linear global change,
whereas gamma factor denotes a non-linear global change. Additionally, local change is

Table 4 Comparison of the global and local features (both overlapping and non-overlapping regions) for
number of scales = 1

Metrics Overlapping non-overlapping Global

real imag mag real imag mag real imag mag
MSE 211 642 223 591 3320 1191 127 3130 398
CC 0.968 0.927 0.968 0.886 0.106 0.886 0.987 0.322 0.987
QI 0.925 0.782 0.903 0.705 0.125 0.542 0.951 0.314 0.896
SSI 0.933 0.803 0.916 0.716 0.181 0.562 0.956 0.380 0.909
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Table S Comparison of the global and local features (both overlapping and non-overlapping regions) for
number of scales =2

Metrics Overlapping non-overlapping Global

real imag mag real imag mag real imag mag
MSE 211 642 223 591 3320 1191 533 3153 1046
CcC 0.968 0.927 0.968 0.886 0.106 0.886 0.902 0.365 0.902
QI 0.925 0.782 0.903 0.705 0.125 0.542 0.718 0.342 0.722
SSI 0.933 0.803 0.916 0.716 0.181 0.562 0.726 0.407 0.738

represented by using a vignetting function. Figure 8 shows different synthetic illumination
changes applied to the Venus image. Figure 9, Tables 6, 7 and 8 show the performance
of Gabor features for different values of multiplicative, additive and gamma factors.
Figure 10 and Table 9 show the results for local illumination variations. The above men-
tioned figures and tables show that these Gabor features are affected by illumination
variations. This effect is because of the inherent properties of convolution operation. To
establish our claim, an image is synthetically illuminated for m y = 2. Figure 11 shows the
comparison of the image reconstructed by using the features extracted from the syntheti-
cally varied image with the image reconstructed by using the features extracted from the
original image. Figure 11a and d show the original and reconstructed images respectively,
whereas Fig. 11b and e show the synthetically illuminated image and its corresponding
reconstructed image respectively. Figure 11c shows the difference image between Fig. 11a
and b, while Fig. 11f shows the difference image between Fig. 11d and e. These results show
that the changes in the intensity values of the original image alter the extracted Gabor fea-
tures, which finally affects the intensity values of the corresponding reconstructed image.
Similar explanations can be given for the cases when an image is synthetically illuminated
by considering the vignetting effect, additive and gamma factors (Fig. 10).

5.5 Real radiometric changes

Many multimedia applications need features which are robust to radiometric changes. One
such application is finding a stereo correspondence. The images used so far for the per-
formance evaluation of Gabor features are captured under the same lighting condition and
the same camera settings. Hence, new dataset which was captured under different lighting

Fig. 7 Image reconstructed using global feature for (a) 1; (b) 2; (¢) 3 number of scales
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Fig. 8 (a) input image; synthetically illuminated Venus image by (b) multiplicative factor; (c) additive
factor; (d) gamma factor; and (e) vignetting effect

conditions and different camera exposures are also used [6, 28]. This dataset is shown in
Fig. 12. The change of camera exposure is a global transformation which is similar to the
global brightness change. This effect is similar to gain change or multiplicative factor in
synthetic illumination variations [7]. Different light sources produce many local radiomet-
ric variations in the captured images. The performance of Gabor features for exposure and
lighting changes can be seen in Figs. 13 and 14. Quantitative evaluations of these effects
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Fig. 9 Comparison of features (global, local - both overlapping and non-overlapping regions) by MSE,
SSI and UQI of all the features (global, local - both overlapping and non-overlapping regions) for synthetic
illumination changes obtained by multiplicative, additive and gamma factors. First row - MSE, second row
- SSI, and third row - UQI. First column - multiplicative factor, second column - additive factor, and third
column - gamma factor
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Table 6 Comparison of correlation coefficients of all the features (global, local - both overlapping and
non-overlapping regions) for synthetic illumination change by multiplicative factor

Multiplicative ~ CC (overlapping) CC (non-overlapping) CC (global)

factor real imag  mag real imag  mag real imag  mag
0.6 0968  0.927  0.968 0.846  0.198  0.846 0902 0365 0.902
0.8 0968  0.927  0.968 0.846  0.198  0.846 0902 0365 0.902
1 0968  0.927  0.968 0.846  0.198  0.846 0902 0365 0.902
1.2 0.968  0.926  0.968 0.845  0.198  0.845 0902 0366  0.902
1.4 0963 0922  0.963 0.841  0.196  0.841 0902 0365 0.902
1.6 0951 0910 0.951 0.830  0.192  0.830 0902 0362  0.902
1.8 0929 0.889  0.929 0.811 0.186 0.811 0901 0362  0.901

are shown in Tables 10 and 11. So, it is observed that Gabor features obtained for real
radiometric variations show almost similar characteristics as that of the Gabor features for
synthetically illuminated variations. An input image for “Exposure a” which is used to
extract the features, while the reference image which is used to evaluate the reconstructed
image is taken for “Exposure b”. This is denoted as “a/b” in Fig. 13 and Table 10. The
reconstructed image corresponds to the image taken for “Exposure a”. Similarly, an input
image for “Lighting a” which is used to extract the features, while the reference image
which is used to evaluate the reconstructed image is taken for “Lighting b”. This is denoted
as “a/b” in Fig. 14 and Table 11. The reconstructed image corresponds to the image taken
for “Lighting a”.

From all the above experimental results, it is concluded that the real part of the feature
extracted from the overlapping regions represents the original image more efficiently than
the imaginary part, and the real part of the feature gives almost similar performance as that
of the magnitude information. Real Gabor filter extracts texture information, while imag-
inary Gabor filter extracts the edge information [12]. Hence, real Gabor filter is sufficient
to represent an image. Additionally, it is observed that the local features extracted from

Table 7 Comparison of correlation coefficients of all the features (global, local - both overlapping and
non-overlapping regions) for synthetic illumination change by additive factor

Additive CC (overlapping) CC (non-overlapping) CC (global)
factor real imag mag real imag mag real imag mag
0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
5 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
10 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
15 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
20 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
25 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
30 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
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Table 8 Comparison of correlation coefficients of all the features (global, local - both overlapping and
non-overlapping regions) for synthetic illumination change by gamma factor

Gamma CC (overlapping) CC (non-overlapping) CC (global)

factor real imag mag real imag mag real imag mag
0.5 0.969 0.927 0.969 0.836 0.194 0.836 0.902 0.367 0.902
1 0.968 0.927 0.968 0.846 0.198 0.846 0.902 0.365 0.902
1.5 0.967 0.925 0.967 0.839 0.198 0.839 0.901 0.369 0.901
2 0.965 0.921 0.965 0.824 0.195 0.824 0.900 0.376 0.900
2.5 0.963 0918 0.963 0.804 0.190 0.804 0.898 0.385 0.898
3 0.961 0914 0.961 0.782 0.185 0.782 0.897 0.395 0.897

Table 9 Comparison of correlation coefficients of all the features (global, local - both overlapping and
non-overlapping regions) for synthetic radiometric change by vignetting effect

Multiplicative ~ CC (overlapping) CC (non-overlapping) CC (global)

factor real imag mag real imag mag real imag mag

0.4 0875 0.845 0.875 0.759  0.180  0.759 0.812 0354 0.812
0.6 0934 0.896 0.934 0.814 0.191 0.814 0.869 0361  0.869
0.8 0.962  0.920 0.962 0.839  0.197  0.839 0.895 0.364  0.895
1 0.968  0.927  0.968 0.846  0.198  0.846 0902  0.365 0.902
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Fig. 10 Comparison of MSE, SSI, and UQI of all the features (global, local - both overlapping and non-
overlapping regions) for synthetic illumination change by vignetting effect. MSE, SSI, and UQI metric
measures are shown from left to right
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Fig. 11 Effect of synthetic illumination variations by a multiplicative factor. (a) Original image; (b) original
image synthetically illuminated; (c¢) difference of (a) and (b); (d) image reconstructed using (a); (e) image
reconstructed using (b); (f) difference of (d) and (e)

a

Fig. 12 “Books” image for three different exposures and lighting conditions: (a) Exposure 1; (b) Exposure
2; (¢) Exposure 3; (d) Lighting 1; (e) Lighting 2; and (f) Lighting 3
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Fig. 13 Comparison of MSE, SSI, and UQI of all the features (global and local - both overlapping and non-
overlapping regions) for real radiometric change for different camera exposures. MSE, SSI, and UQI metric
measures are shown from left to right
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Fig. 14 Comparison of MSE, SSI, and UQI of all the features (global and local - both overlapping and
non-overlapping regions) for real radiometric change for different light sources. MSE, SSI, and UQI metric
measures are shown from left to right

Table 10 Comparison of correlation coefficients for real radiometric change for different camera exposures

Multiplicative ~ CC (overlapping) CC (non-overlapping) CC (global)

factor real imag mag real imag mag real imag mag
0/0 0.955 0.895 0.955 0.837 0.224  0.837 0.896  0.407 0.896
0/1 0.947  0.889  0.947 0.829  0.223  0.829 0.888  0.409 0.888
02 0.929  0.875 0.929 0.813 0.222 0.813 0.871 0416 0.871
1/0 0.951 0.887  0.951 0.833 0.222 0.833 0.892  0.395 0.892
171 0953 0.892 0.953 0.834 0.227 0.834 0.894 0416 0.894
12 0943  0.886 0.943 0.824 0.228 0.824 0.884 0431 0.884
2/0 0.939  0.870  0.939 0.822 0.217 0.822 0.881  0.380 0.881
2/1 0949  0.882  0.949 0.830 0.225 0.830 0.891 0407 0.891
2/2 0.949  0.886  0.949 0.829  0.230  0.829 0.891 0432 0.891

Table 11 Comparison of correlation coefficients for real radiometric change for different light sources

Multiplicative ~ CC (overlapping) CC (non-overlapping) CC (global)

factor real imag  mag real imag  mag real imag  mag
1/1 0979 0943 0979 0.855 0.169  0.855 0906 0328  0.906
12 0902 0.862 0.902 0.790  0.157  0.790 0.838  0.282  0.838
173 0947 0910 0.947 0.827 0.163  0.827 0.840  0.287  0.840
2/1 0.907 0.884  0.907 0.795 0.158  0.795 0.835  0.299  0.835
2/2 0976 0945 0.976 0.858  0.177  0.858 0906 0312  0.906
2/3 0.928 0.903 0.928 0.811 0.164 0.811 0.877 0307 0.877
3/1 0950 0918 0.950 0.832 0.164 0.832 0.878 0315  0.878
32 0924 0.886 0.924 0.811  0.163  0.811 0.859 0291  0.859
3/3 0978 0943  0.978 0.855 0.171  0.855 0.844 0290 0.844
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Table 12 Gabor features applied for stereo correspondence

LGWEF (overlapping) LGWF (non-overlapping) GGWF
real imag mag real imag mag real imag mag
24.97 33.33 28.4 63.45 69.89 65.56 58.82 77.25 49.51

the overlapping regions can represent an image more efficiently as compared to the fea-
tures extracted from both global and non-overlapping regions. In the local feature extraction
method from overlapping regions, the pixel for which the feature is extracted is given more
weight as compared to its neighboring pixels by the Gabor function during the convolution
operation. That is why the local features extracted from the overlapping regions perform
better than the other two Gabor features.

5.6 Performance evaluation of Gabor features for stereo correspondence

Stereo correspondence is considered as one application to investigate the performance
of three Gabor-based extracted features. As explained earlier, the additional information
obtained in the form of disparity map from stereo correspondence may be used in many mul-
timedia applications such as face and facial expression recognition. The efficacy of these
features are evaluated from the computed disparity map [19]. For this, mean-square error is
used for evaluating the estimated disparity map. Table 12 gives a quantitative comparison
of all the three Gabor features in stereo correspondence.

6 Conclusion

Gabor wavelet-based extracted features are used for number of computer vision and
multimedia applications. Most of the well-established pattern recognition algorithms use
magnitude information of Gabor wavelet for feature extraction. For this, information of both
real and imaginary coefficients is needed. In this paper, it is validated that the real part of
Gabor filter alone can represent an image more efficiently. To compute the real coefficients,
only the real part of the Gabor filter bank needs to be stored in the memory. On the other
hand, both the real and imaginary parts of Gabor filter bank need to be stored separately to
compute the magnitude information. Additionally, the outputs obtained by the convolution
operation with both real and imaginary parts of Gabor filter bank need to be stored sepa-
rately to compute the magnitude information. But for computing the real coefficients, the
outputs obtained by the convolution operation with the real part of the Gabor filter bank
only need to be stored. That is why, memory requirement is reduced by half when only the
real coefficients are used.

In earlier literatures, it is mentioned that an optimal performance of 2D Gabor filter can
be obtained by using real part of the filter. But, there is no concrete experimental valida-
tions in this regard. But in our paper, an experimental evaluation using 2D Gabor wavelet
suggests that the real coefficients of Gabor function is sufficient to represent an image in
an efficient manner as compared to the imaginary kernel of a Gabor function and magni-
tude informations. The importance of real coefficients is also observed when three different
Gabor features (GGWF and LGWF) are employed for stereo correspondence.
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In this paper, the performances of three Gabor wavelet features namely GGWF, LGWF
-for both overlapping and non-overlapping regions are evaluated. These comparisons are
done by considering different window sizes, different number of orientations and different
scales. Also, performance of these features is analyzed for radiometric changes. The met-
rics used for performance comparisons are MSE, CC, QI, and SSI. Experimental results
show LGWF (overlapping regions) performs better as compared to the other two features.
Additionally, it is shown that the real coefficients of a Gabor filter represent an image more
accurately as compared to the imaginary coefficients.
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