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Abstract Emotional head motion plays an important role in human-computer interaction
(HCI), which is one of the important factors to improve users’ experience in HCI. However,
it is still not clear how head motions are influenced by speech features in different emotion
states. In this study, we aim to construct a bimodal mapping model from speech to head
motions, and try to discover what kinds of prosodic and linguistic features have the most
significant influence on emotional head motions. A two-layer clustering schema is introduced
to obtain reliable clusters from head motion parameters. With these clusters, an emotion related
speech to head gesture mapping model is constructed by a Classification and Regression Tree
(CART). Based on the statistic results of CART, a systematical statistic map of the relationship
between speech features (including prosodic and linguistic features) and head gestures is
presented. The map reveals the features which have the most significant influence on head
motions in long or short utterances. We also make an analysis on how linguistic features
contribute to different emotional expressions. The discussions in this work provide important
references for realistic animation of speech driven talking-head or avatar.
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1 Introduction

The topic of multimodal human-computer-interaction (HCI) has recently gained great insights
by a growing number of researchers from speech, computer graphics and vision areas. Many
interesting work about audio-visual fusion/mapping has been proposed for multimodal infor-
mation processing. For instance, speech based facial animation [1, 4, 5, 18, 21, 29], speech
based lips movement [5, 19, 45], and audio-visual based emotion recognition [14, 37, 49, 50].
There are also some work for head motions [7, 10, 12, 15] and body gestures [2, 13, 23, 25, 40,
44], however, most of them just focused on the gesture animation and recognition. Some
researchers have tried to link the speech to head motions. For instance, Graf applied pitch
accent and phrase boundary labeled by the ToBI prosody classification scheme to synthesize
new head motions [18]; Zhang created head movements by using the expressivity of prosodic
word measured by the pleasure-arousal-dominance (PAD) model [51]; Zhou used a dynamic
unit selection method to synthesize head motion sequences from an audio-visual database [30].
Even with these work, we are still far from discovering the relationship between speech
representation and emotional head motions. In human face-to-face conversation, someone
talks in nod and smile only when he (she) is in good feelings. And there are some other
persons, who always converse in good manner even they say “no” in bad feelings. The
emotional head motions are influenced by different emotion states and reflect a person’s
character. If a virtual agent owns his (her) character emotional head motions, it will improve
users’ experience in human-computer interaction. In this work, we first make a detailed
analysis on the relationship of speech representation and head gestures and try to find which
speech features have the most significant influence on head movements in long or short
utterances. Finally, we construct a bimodal mapping model from speech representation to
head gesture for different emotion states.

We first construct an audio-visual database which covers six basic emotional states. In order
to obtain reliable visual features, we propose a two-layer clustering scheme to classify
elementary head gesture patterns. Head gesture patterns are the cluster results obtained from
hierarchical clustering of head motions. With these clusters, a speech to head gesture mapping
model is constructed by a Classification and Regression Tree (CART). After the training of
CART, we also get a systematical statistic map based on the statistic results of CART. The map
shows the relationship between the speech features (including prosodic and linguistic features)
and head gestures, and reveals which features have the most significant influence on head
movements. We also discuss what kinds of prosodic and linguistic features have greater
influence on emotional head motions. And the parameters which have higher subjective
evaluation scores are adopted in the animation model. The total framework of the proposed
method is presented in Fig. 1.

The remaining parts of this work are organized as follows: the related work are presented in
section 2; the selected prosodic and linguistic features used for bimodal mapping model are
introduced in section 3; the proposed two-layered clustering method and the mapping model
between speech and head gestures are discussed in section 4 and 5 respectively; experiments
and how our predicting model is used to determine mapping parameter will be introduced in
section 6, and the influence of prosodic and linguistic features on emotional head motions are
also discussed in detail in this section; conclusions are drawn in section 7.
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Fig. 1 Flow chart of the bimodal mapping model between speech and emotional head motions

2 Related work

Since the work of Parke in 1972 [31], remarkable progress has been achieved to generate
realistic facial animation in multi-modal HCI communication. There are two traditional
techniques in building the mapping model from speech prosody and linguistic features to
gestures: physically based modeling [8, 11, 16, 38, 42] and statistics based mapping [5, 11, 12,
15, 19, 21, 32, 33, 4446, 52].

Physically based modeling was used early in speech driven facial animation, which
included lip, jaw, tongue movement and emotion expression. It presented the organ shape
change and revealed the corresponding physical movement of organs with speech generation.
As a pioneering work for real-time 3D facial animation, Keith Waters creatively proposed a
muscle model for animating 3D facial expression [42]. His work produced many research
work on 3D facial expression [8, 16] and talking agent [11, 28, 38]. A key frame animation
character was built through a controller driven by physics model in [16]. In this method, every
key frame was designed manually and facial animation was driven by a number of springs. In
the last decade, more work focused on building the relationship between visual channels and
speech signals. Finite element method was adopted in [22] to analyze how the tongue, lip and
jaw physical movement parameters (speed, acceleration, force and power from muscle)
influence the vowel generation. New lip muscle model was proposed to drive Chinese 3D
talking-head [30] and generate realistic facial animation [43].

Statistics based mapping was often used to generate real-time facial and gesture animation.
Cluster based mosaicking has been successfully adopted to synthesize emotion expression in
multimodal communication system [1, 39]. Recently, machine learning methods, including
hidden markov model (HMM), neural network (NN) [12], gaussian mixture model (GMM),
and HMM based mosaicking schema have been proposed to build mapping model for multi-
modal channels. Since Yamamoto adopted HMM to drive lip movement [45], HMM based
statistics methods have achieved impressive progress in talking face [26, 27], emotional 3D
talking-head [5, 21], articulatory movements predicting [52], etc. As an effective classified and
mapping schema, neural network was adopted by Richard to generate speech-synchronized
animation based on key-frame selection and deformation technique [33]. Deep neural network
was also demonstrated an effective method for talking-head animation [12]. Boosting-Gaussian
mixture model was proposed as a unified model for emotional speech conversion in [21].

Pose and gesture contributed to impressive expression and nature communication. As to
pose animation generation, the early methods usually transferred random or predefined actions
to virtual agent [4]. Since late 1990s, with the increase of resolution and price reduction of
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motion capture devices, actors’ actions could be effectively mapped to virtual human [9, 16,
38]. Recently, extensible markup language (XML) has been often used to describe the
relationship between agent’s motion and speech in HCI multimodal system [15, 24, 25, 29,
40]. SEMAINE project learned persons’ real emotion from face-to-face chat video recorded by
multiples high resolution cameras, and mapping the recorded emotion to virtual agent [6, 32].
Martin adopted XML technique to control a ‘realistic’ 3D agent “Greta”, who could commu-
nicate complex information through the combination of verbal and nonverbal signals [15, 29].
“Max” adopted motion planning technique to drive the agent lips, gesture and body movement
synchronously [25]. With these methods, body animation, head gestures were planned by rules
or generated by transferring actors’ actions to virtual agent. The inherent relationships between
visual and audio channels were not discussed and how the speech features influence emotional
expression still remains unclear.

Head gesture predicting was an important part of visual prosody. The relationship between
head motion and speech is closer than that of hand and body gesture with speech features.
More reliable clusters could be obtained from head motions than from facial animations and
body movement. In this work, we aim to study the inherent relationship by building the
mapping model between head motions and Chinese speech prosody and linguistic features.

3 Selected prosodic and linguistic features

Six kinds of prosodic and linguistic features are effective for natural style speech synthesis [3,
17, 34]. We adopt similar prosodic and linguistic features in constructing speech drive emotion
head motion in this work. These features are the stress point (S), the boundary type (B) from
the prosody, the position of a syllable in a sentence (PL), tone type in Mandarin Chinese (T),
part-of-speech of word (POS) and the length of the prosodic word (LW) from linguistic
features. These features could be automatically predicted from text stream [3] by a text analysis
module of a Chinese text-to-speech (TTS) system [17].

All stress points are classified into three types: soft (“1”), normal (“2”) and stress (“3”) and
each stress (S) point is marked with syllable. The boundary type describes the length of mute
among prosody, which is marked by prosodic words (*“.”), prosodic phrase (“|”) and intona-
tional phrase (“$”) based on their mute length. Head gesture is usually fixed at the beginning
point or ending point of a sentence and the length of all sentences are normalized as unit
length. Tone type (T) is an important feature in Chinese pronunciation, which presents the
stress in a syllable. Tone type (T) contains five types, including “level tone (1)”, “rising tone
(2)”, “falling-rising tone (3)”, “falling tone (4)” and “light tone (5)”. These five stone types are
marked by number 1-5 respectively. Part-of-speech (POS) sometimes presents accent in
Chinese pronunciation, for example, adverbs in exclamatory sentence, interrogative words in
interrogative sentences [20]. Based on the part-of-speech tagging presented by [35, 36], all the
POS are marked by number 043 in our method (Table 1). Finally, position of syllables (PL) is
determined by length of syllable.

Table 2 lists an example of all the text features in Chinese Pinyin transcript for the sentence
‘He is friendly to people’ (“ta dai ren ke hao le” in Chinese). Based on the definition for
Chinese prosodic and linguistic features, all the features are organized in the syllable level and
putted together as a vector. Note that we assume that the head motion is consistent in one
syllable, which may smooth some sharp head motions. This assumption does not influence the
total trend of head motions.

“‘”
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Table 1 Part-of-speech tagging for Chinese text adopted in our method

Id Name 1d Name 1d Name 1d Name
0 a adjective 11 g morpheme 22 ns address name 33 tg time word
morpheme
1 ad Adjective 12 h  prefix 23 nt organization 34 u auxiliary
as adverbial name
2 ag adjective 13 i idiom 24 nx nominal 35 v verb
morpheme character string
3 an adjective 14 j  abbreviation 25 nz other proper noun 36 vd verb as
with nominal adverbial
function
4 b non-predicate 15 k  suffix 26 o onomatopoeia 37 vg verb morpheme
adjective
5 bg category 16 1 fixed 27 p preposition 38 wvn verb with
morpheme expressions nominal function
6 ¢ conjunction 17 m numeral 28 q classifier 39 w symbol and
non-sentential
punctuation
7 d adverb 18 mg numeric 29 r pronoun 40 x unclassified items
morpheme
8 dg adverb 19 n  commonnoun 30 rg pronoun 41 y modal particle
morpheme morpheme
9 e interjection 20 ng noun 31 s space word 42 yg mood morpheme
morpheme
10 f directional 21 nr personal 31 t time word 43 z  descriptive
locality name

4 Two-layered clustering of head motion features
4.1 Extraction of Euler angles and translations

In our bimodal database (how the database is built will be introduced in section 6.1), the
trajectories of the 32 markers contains all of the head gesture information (Fig. 5a and b). In
the work, the rigid head motion features, Euler angles and translations, are extracted from those
trajectories in three axes. The translations of head movements are measured as the translations of
the marker placed at nose. The rotation matrix is computed by the method proposed in [10]. The

Table 2 Samples of Chinese prosodic and linguistic features in the sentence “ta dai ren ke hao le” (He is friendly
to people)

Text’s features Samples

Stress (S) (ta)/2 (dai ren)/2 (ke hao le)/3
Boundary type (B) (ta) (dai ren)|(ke hao le)$

Length of prosodic word (LW) (ta)/1 (dai ren)/2 (ke hao le)/3

Tone type (T) Tal dai4 ren2 ke2 hao3 le5
Part-of-speech (POS) (ta)/r (dai ren)/v (ke hao)/d (le)ly
Position of syllables (PL) ta/1/6 dai/2/6 ren/3/6 ke/4/6 hao/5/6 le/1
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three Euler angles of rotation, indicated by ey, €, and e, are obtained from the rotation matrix
around three axes. R;; indicates the item in rotation matrix which is placed at row i and column j.

- R21)
e, = tan == 1
(2 1)

tan™! (—R31)
e, = -
7 (Ryicose, + Ry sine;)

tan"! (Ry3sine,—Ry3cose;)
ey = -
: (Rycose.—Riysine;)

(3)

The Euler angles and translations combine to form a vector containing 6 static motion
parameters for each frame. The trajectories of three Euler angles for the sentence “He is friendly
to people” are shown in Fig. 2. In addition to the six static motion parameters, the temporal
dynamics parameters obtained from the first and second derivatives are integrated together into
18 dimensions head gesture vector. All the 18 dimensions vectors cluster and shape into the
head gesture vector. The boundaries of each syllable in a sentence are aligned with HTK [48]
tools based on the acoustic speech recorded by the audio recording device. These boundaries
are utilized to help find the available head gesture frames in the synchronized head motions.

4.2 K-means clustering of the head gesture

We use a two-layer clustering method to find the elementary head gesture patterns from the 18
dimensional rigid head motion features. At the first step of our two-layer clustering method, K-
Means clustering is used to extract the basic head gesture patterns for different emotional states.

To determine how similar two samples are, two kinds of similarity metrics, Euclidean
distance and Pearson correlation, are usually utilized to compute similarity scores. Their
mathematical expressions are given as Eqgs. (4) and (5): Here, x; and y; are the items from
the 18 dimensional vectors we obtained in section 4.1. The denotation r. and r, is the
Euclidean and Pearson similarity score for these two vectors. Higher value of r. and r,
indicates two vectors being more similar. The Pearson correlation coefficient 1, is a measure
of how well two sets of data fit on a straight line, which gives better results in the situations
when the data are not well normalized.

re=1/{ 1+ () )

n n n n n 2 n n 2
rp, = max | 0.05, (Z Xiy,'_%z Xiz yi)/ ( x?_,llsz) *<Z y?‘,l,zyz)
=1 =1 =1 p ;

In our experiments, the number of K is set big enough and the initialized K vectors
are randomly distributed in space, which makes all head gestures be covered. The
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Fig. 2 Trajectories of three Euler angles around three axes for the sentence “He is friendly to people” in
happiness state

Pearson correlation coefficient is adopted to determine vectors’ distance during cluster
procedure. While the different initialing values of K lead to different clustering results
and the variable positions of initialing vectors result in different clusters boundaries, K-
means cluster makes it difficulty to obtain reliable elementary patterns at this step. We
further adopt a hierarchical clustering method to obtain more reliable cluster boundaries
in our two-layer clustering method.

4.3 Hierarchical cluster of the head gesture

A hierarchical clustering is used to determine what the initializing K-means clustering could be
merged. Figure 3 presents the head gesture hierarchical clustering results, where the threshold
« is valued as o and (g <) respectively in happiness state. In Fig. 3, the numbers in
circles t are the initiating cluster index obtained from K-means cluster. The nodes with the
same color belong to the same clustering. Figure 3a and b presents the clustering results for
hierarchical clusters when av=0.1 and ov=0.2 respectively. If the value of « is bigger, then
some clusters merge into a new cluster. For example, when the value of threshold is «;, the
nodes (1) and (12, 19) belong to two different clustering. And when « is a, these three nodes
are merged into one bigger clustering (1, 12, 19). Hierarchical cluster makes some adjacent
groups keep separately or merge into a new clustering by different thresholds for initiating K-
means clustering.
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Since the variable values of «v lead to different head gesture clustering, it is necessary to find
an automatic method to calculate the value of « or to determine the range of « for different
emotional states. We further propose a distance histogram schema to calculate o automatically
from the initiating K-means clustering.

For each pair of the K clusters, supposing that D (D is calculated as 1/ r,,) presents the
distance between two cluster centers, we obtain K*(K-1)/2 distances. Let Dp,=max(D;),
Dpin=min(Dy)), where i,j€(0,1,2,...,K) and (i), then each pair falls in a Bin, which index is r.
We denote it as Bin(r) (r(0,1,2,...,K)) and every Bin’s range could be calculated as Eq.(6).

DBin = (Dmax_Dmin)/K (6)

Distance histogram presents an intuitionistic view for data distribution, which is further
used to determine the value of « (7), where function H(Bin(l)) presents the hit numbers that
how many pairs are located in Bin(l) according to their distance. ) is a coefficient related to
different emotional states (how the value of A is estimated will be introduced in section 6.2).

o= Dmin =+ )\'llaa'DBina where lloc = aII{g (maX(H(Bm(l))) (7)
=1

Figure 4 presents the initiating K-means clustering distance histogram for the head gesture
in happiness emotional state. The max value of ratio (total hit numbers of each Bin) is
normalized as 1.0. In happiness emotional state, we can see that the max ratio is located at
Bin(2), and Dy,ax=2.0, Dyyin=0.100353(Dp;,=0.038), finally we obtain: a=0.100353 +
A*¥2%0.038. And « is used to determine what the initializing K-means clustering could be

merged automatically.

5 Mapping model from prosodic and linguistic features to head gestures

After the reliable head gesture patterns are obtained by the proposed two-layered cluster
method, the mapping model from prosodic and linguistic features to head gestures

0.3014 Lo_____10.0698 0. 3014 Lo———__J 0.0698
______ i) . I I | . |
' [ I— Y U P
! R ®) : I ® ®
i i | i
| I ! 1
I 40.2378 b 40.2378
1 I
| @ : @
b 70. 055 bommee 70.055

Fig. 3 Hierarchical clustering results of the head gesture for «; (=0.1) (a) and o, (=0.2) (b) respectively (In
happiness emotional state), where « is the upper distance boundary for clustering and the circles in same color
could be merged into one cluster
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could be easily constructed. Traditional text or speech driven head motion systemiza-
tion methods mainly focus on facial animation from text or speech [18, 30, 51]. With
these methods, the relationships between prosody, linguistic features and head gesture
were not discussed.

CART is able to select the head gesture pattern for a input textual vector in time cost O(n).
In the training model of CART, the textual features, which have outstanding influence on head
gesture classification, are located at the nodes closer to the root of CART. In this way, CART
has the ability to explain and interpret which linguistic or prosodic features have greater
influence on head gesture generation.

In our method, the available frames of head gesture features in each sentence are assigned to
the nearest group, which are used as the training parameters as the synchronized prosodic and
linguistic features for CART modeling (http://salford-systems.com/cart.php). Gini Impurity (8)
and entropy (9) are used in our method to determine a prosodic and linguistic feature which
should be move to a lower or higher layer of the CART tree [41].

o=y (pm)- 5 p<x-)) ®)

= J=T
Ip = —; (p(xi)log,p(x:)) 9)

Given a classification for certain linguistic or prosodic feature, all elements could be
divided into two categories: A and 4. In Egs. (8) and (9), p(x;) is the probability that a

vector x; belongs to Aand Y p(x;) is the sum of probability that all the other vectors x;(j#)
J=Lj#i

belong to A. The bigger I or I is, the more ambiguous this classification is. Then current

linguistic or prosodic feature has less influence on head gesture. It should be moved to deeper

layer of the tree in the CART model.

D Distance histogram for initiating K-means clustering centers (happiness)
12

1
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Fig. 4 The initiating K-means clustering distance histogram for the head gesture in happiness emotional state

@ Springer


http://salford-systems.com/cart.php

5134 Multimed Tools Appl (2016) 75:5125-5146

6 Experiments and analysis
6.1 Multimodal data collection and processing

The multimodal database used in this work is recorded by an actress (Fig 5a), with 32
markers on her face (Fig 5b). The colloquial, sentences of different length are selected
from interrogative and exclamatory sentences. Totally 489 sentences are selected overall
the database. Each sentence is spoken in neutral and other five emotional states,
including anger, fear, happiness, sadness and surprise, which are selected according to
the meaning of the sentences and spoken mimicking that situation (details please refer to
Table 3). The actress was asked to perform the same as usual. Having only one performer
in our bimodal database, it is easy to maintain the style and personality in each emotional
state. It is also convenient to cluster the head gesture patterns in each emotional state.

The motion analysis system is utilized to capture the movements of a typical marker
set placed on the actress’s face. An audio recording device is applied to record the
speech spoken by the actress. In the recording, a particular voice sentinel is located to
synchronize two acoustic signals, one recorded by the audio recording device and the
other from the AVI file captured by the motion analysis system. Since the AVI file is
synchronized with the motion of the marker set, the acoustic speech recording by the
audio recording device also synchronizes with the movements of the marker set. Using
the methods provided by [47], the syllable features could be obtained from acoustic
signals in HTS, and we use the syllable to align the text features and speech features
automatically. In this way, speech features could be accordingly coordinated with
corresponding visual features.

6.2 Hierarchical clustering

Two-layer cluster method is adopted in our method to obtain reliable clusters for head gesture.
At the first layer, K clusterings are obtained by K-means cluster method. In this step, the value
of K is set big enough so that every clustering could be organized compactly. In our
experiments, the value of K is set to 50 for each emotional state.

Fig. 5 a All 32 markers placed on actress’ face; and b markers’ corresponding position in 3D space
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Table 3 The number of sentence recorded for each emotional state in our bimodal database

Emotional states The number of
sentences recorded

Neutral 489
Anger 245
Fear 157
Happiness 165
Sadness 57

Surprise 103

At the second layer, distance histogram is used to determine the threshold that some initiating
clusters should gather together. Figure 6 presents the distance histogram for all emotional states
in our experiments according to the subsection 4.3 (as the dominant Bins are located at the
previous sections of distance histogram, we only list the former 15 Bins in Fig. 6). It could be
seen from Fig. 6 that most ratio values are located at Bin(2) in most emotional states, except in
sadness emotional state. Based on the discussion in subsection 4.3, the values of 7, and Djg;,
could be automatically estimated according to the distance histogram.

The value of threshold « is determined by the values of /., Dg;, and A. A is an empirical
parameter, which is hardly estimated from distance histogram automatically. To overcome this
problem, we empirically set the value of A as the following four values: A\;=0.5, A,=1.0,
A3=2.0 and A\,=3.0. Then we obtain four mapping models My(je(1,2,3,4)) for each emo-
tional state respectively. Subjective evaluation (MOS) is used to score the animation sequences
generated by our head motion synthesis system (section 6.3.1) for these four models. Then the
final value of A is obtained according to the highest value of models (Eq. (10)). Function
MOS(.) in Eq. (10) means the subjective evaluation score for the model M;.

j = max (z_ifg]; (MOS(Mj))> (10)

J

According to the scores from MOS (Fig. 8), in most cases, when the value of A is 1.0 or 2.0,
the head motion synthesis animations are more nature than the situations when A is valued 0.5
or 3.0. Then in our bimodal mapping model, we set the value of A 1.0 and 2.0 respectively, and
further analyze the relationship between acoustic signals and visual signals. Table 4 lists the
final cluster results by our two-layer cluster method. We can see that the bigger value of A
leads to less clusters. In the following sections, we will further discuss the inherent relationship
between prosody linguistic features and head gesture patterns for different A.

6.3 Head motion synthesis and parameter evaluation by subjective evaluation
6.3.1 Head motion synthesis
As we have discussed in section 4.3, the value of A is determined by the highest subjective

evaluation for head motion synthesis. Four animations sequences are synthesized with differ-
ent values of A (or A4)) for the same text and the same emotional states. For each sentence, the
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Fig. 6 The K-means initiating clustering distance histogram for the head gesture in different emotional states

subjects were asked to score the expressivity of visual speech on a five level mean opinion
score (MOS) scale. The values of A which correspond to the most realistic and nature head
motion animation, are adopted for hierarchical clustering of the head gesture (section 4.3). In
this section, we first simply introduce head motion synthesis method. How the values of \ are
determined will be introduced in the following subsections.

In our experiments, the talking head could be driven either by texts (without corre-
sponding speech coups) or speech (with corresponding text coups). For the cases with
both speech and text, the emotional head motions could be generated from speech and
text simultaneously by the model obtained in training procedure. While for the cases with
only texts, the emotional head motions could be generated by texts and the speech
features from TTS system. The corresponding CART model for that emotional state is
selected to synthesize four new head motion sequences. The emotional state is assigned
by users. Using these features as input, the CART model outputs new head motion
sequences in syllable level. Then, spline interpolation is applied to generate the rest head
motion sequence based on the head motion sequences coming from CART model. The
size of frames in the sequence is determined by the duration predicted by text analysis

Table 4 The number of head ges-

ture pattems for different emotional ~ Emotional states A
states under different threshold
1.0 2.0
Neutral 27 17
Anger 25 15
Fear 29 15
Happiness 29 18
Sadness 27 16
Surprise 26 16
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and frame rate used in animating the 3D talking-head. The following shows some of the
synthesized curves smoothed by spline interpolation:

Figure 7 shows the synthesized curves of translations and Euler angles in happiness
state on a sample sentence “The scenery is very beautiful” with A=2.0. The scope of
translation values is between —10 and 10 and the translation along with z-axis changes
greatly displaying a forward and backward tilting in head motion. Euler angles are all
within the scope of —0.05 to 0.05. The synthesized head movements are rendered with a
Chinese three-dimensional avatar using the head motion features smoothed by spline
interpolation. In this work, only the Euler angles around three axes are utilized to
animate the avatar which uses the FAP defined in MPEG-4 to drive the feature points
in face model.

6.3.2 Parameter evaluation from subjective evaluation

20 subjects were asked to score the 20 sentences selected from six emotional states.
Figure 8 presents the average scores of MOS for head gesture synthesis animation
sequence. In Fig. 8, four sessions of head motions for these sentences are scored
according to four scale values of A\. The number 1-4 presents the MOS score for the
values of A: 0.5, 1.0, 2.0 and 3.0 respectively.

The average MOS scores of four sessions are 3.3 (Session (1), A=0.5), 3.7 (session (2),
A=1.0), 3.8 (session (3), A=2.0) and 3.2(Session (4), A=3.0) respectively. When A is valued
by 1.0 and 2.0, the MOS scores are obviously higher than those of other two scales: 0.5 and
3.0. Most subjects consider that there are perceptible dithering problem in the sequences for
A=0.5. And when the value of X is 3.0, the animation sequences are sensed a little stiff for
some frames especially in surprise and anger emotional states. Most subjections are satisfac-
tory with the results when A=1.0 and A=2.0.
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Fig. 7 Synthesized curves smoothed by spline interpolation in the sentence “Zhe Li De Jing Se Hao Mei A”
(The scenery is very beautiful) for A=2.0 (Happiness)
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We further compare the animation sequences under different emotional states for the
situations that the values of A are 1.0 and 2.0 respectively (Fig. 9). As is shown in Fig. 9,
when the value of A is 1.0, the animation sequences are more satisfactory in neural and
happiness emotional states. On the contrary, the synthesis results are more nature in the
negative emotional states (surprise, fear and anger) when A=2.0.

According to the comparison and analysis for animation sequences in different
emotional states with different A, the values of A are set 1.0 and 2.0 in our two-layer
cluster method finally.

6.4 Evaluation of bimodal mapping model
06.4.1 Prediction accuracy evaluation

After the bimodal model has been constructed by CART, we use 10-fold cross validation to
evaluate the prediction accuracy of our mapping model. Table 5 lists the average prediction
accuracy for six emotional states when the values of A are 1.0 and 2.0 respectively.

In Table 5, the predict accuracies are different in different emotional states.
Particularly, the predict accuracy of neural emotional state is obviously lower than those

Fig. 9 Average MOS scores for | =R ) H9o o |
the animation sequences under 45
different emotional states with -9
A=1.0 and A =2.0 respectively 4
3.5
3 —
2.5 M
2 —
1.5 M
1 —
0.5
0 L1

1 2 3 4 5 6

Emotion State
(1:Neutral, 2:Anger, 3:Fear, 4:Hap
piness, 5:Sadness, 6: Surprise
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of other states. It reflects that the head gesture patterns are more similar to each other in
neural emotional state than those of other states. And the elementary head gestures are
more difficult to classify in neural emotional state. When the value of A is 2.0, the
predict accuracies of fear and surprise states are above 70 %, which are obviously higher
than those of other emotional states. A potential reason is that the actress has played
exaggeratingly in fear and surprise states or her expression styles are naturally more
abundant and impressive in these two states than those in other emotional states. In
general, most emotional head gestures could be correctly predicted from prosodic and
linguistic features by our proposed model.

We also can see from Table 5 that the prediction accuracy with A=2.0 is higher than
the situation with A=1.0. The reason behind this phenomena is that when )\ is bigger,
some head gestures which are close to each other merge into a new cluster. The merger
of these similar head gestures leads to the decrease of the number of head patterns. On
the other hand, it contributes to the increase of the prediction accuracy to some extent.
This also proves that the proposed two-layer cluster method could obtain reliable gesture
patterns which is of benefit to obtain satisfactory head motion animation results (Fig. 8 in
section 6.3.2), and to find the inherent relationship between speech prosody, linguistic
features and head gestures.

6.4.2 Which prosodic and linguistic features have greater influence on head gesture

In the CART training model, the most important factors will be moved to the top layers of
the tree. This means that a CART is useful not only for classification, but also for
interpretation.

Tables 6 and 7 show the importance of each variable for every emotional state in long and
short sentences respectively. In Table 6, the most important variable has the score of 100. The
values of other variables drop down according to their different importance. The values in
Table 7 indicate the importance of each variable in short utterances.

Based on the statistics results from CART, we further analyze which linguistic or prosodic
features have greater influence on head gesture. The following conclusions are obtained from
Tables 6 and 7:

*  We can see from Table 6 that the length of prosodic word(LW) contributes mostly to head
gesture classification. It reflects the physiological phenomena that the speaker’s head

Table 5 Average prediction accuracy for 6 emotional states

Emotional state Prediction accuracy for different A
1.0 2.0

Neutral 57.9 % 63.2 %
Anger 62.0 % 68.2 %
Fear 64.4 % 71.2 %
Happiness 63.0 % 66.5 %
Sadness 64.1 % 68.9 %
Surprise 65.7 % 70.8 %
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Table 6 Importance of each variable in long sentences for each emotional state

Emotional state A Variable importance(%)
Lw POS B T PL S
Neutral 1.0 100 55.7 50.5 60.2 46.5 17.7
2.0 100 55.8 46.7 63.8 425 30.9
Anger 1.0 100 72.8 52.6 71.4 46.5 27.8
2.0 100 80.7 42.0 552 384 34.8
Fear 1.0 100 73.0 50.0 65.0 35.1 249
2.0 100 63.4 46.5 56.8 39.9 20.4
Happiness 1.0 100 739 47.4 72.2 434 37.0
2.0 100 86.0 51.7 71.6 40.0 17.4
Sadness 1.0 100 84.5 54.8 714 448 313
2.0 100 77.0 63.4 75.4 50.4 47.0
Surprise 1.0 100 76.1 51.4 74.8 42.1 434
2.0 100 88.4 41.8 65.7 31.6 523

gestures usually change widely from beginning to ending in a long sentence. A person’s
head movement patterns usually has fixed model in certain emotional state for a long
talking period.

Apart from the influence caused by length of prosodic word(LW), the second important
variable is the part-of-speech (POS). The reason is that there are totally 44 kinds of POS
parameters, the number of which is obviously greater than that of other prosodic and linguistic
features. Similarly, tone type(T) makes high ratio for generation head gestures, especially for
anger, happiness and surprise state (A= 1.0) and sadness states(A=2.0). It presents that “POS”
and “T” play important roles in emotion expression in Chinese communication.

In Table 7, stress(S) brings notable fluency to head motions in fear and sadness states
followed by position of syllable(PL). It presents that stress(S) often has greater
influence on head gestures, especially in negative emotional states in short sentence.
While in neural and happiness states, stress has less influence on head motions even
in short sentences. It reveals that when speaker is in active or positive emotional
states (neural and happiness), stress(S) is not easily observed from her or his

Table 7 Importance of each variable in short sentences for each emotional state

Emotional state A

1.0 2.0
Neutral LW T POS LW T POS
Anger LW POS S LW POS T
Fear LW S PL Lw S T
Happiness Lw POS PL LW POS PL
Sadness LW S PL LW S PL
Surprise PL Lw S Lw B PL
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pronunciation, especially in long sentences. While in Table 6, the least important
variable is always stress. The reason is that there are only three kinds of parameters
in stress feature. Therefore, in a long sentence, the influence caused by stress is
relatively weaker than other prosodic and linguistic features.

* As shown in Table 7, position of syllable(PL) and boundary type(B) greatly influence the
head gesture in surprise state. The reason is that head motions are often tightly related with
interjection in Chinese pronunciation, especially in strong and sort exclamatory sentences.
However, in Table 6, boundary type(B) does not contribute to head motion generation
dramatically in surprise state, since the head movements caused by interjection are
eliminated by other features such as POS and LW in long sentences.

*  The parameter number in boundary type(B) is equal to that of stress(S). While boundary
type exerts greater influence than that of stress in long sentences (Table 6). We can see
from this comparison that pronunciation pause caused by boundary type(B) is also an
important feature for head movement in long sentences.

* To make a conclusion, as to the relationship between prosody, linguistic features and the
head motion sequences, the linguistic features (“LW?”, “POS”, “PL” and “T”) often have
greater influence than prosodic features (“S” and “B”) in long sentences. While in
negative states (surprise, sadness and fear), prosodic features (“B”) are obvious more
influential to head gestures in short sentences.

7 Conclusions

Studies on the relationship between speech prosody, linguistic features and head gesture
contribute to the understanding of complicated multimodal communication. In this work,
we built an emotional head motion predicting model. In order to find what kinds of
prosodic and linguistic features have the most significant influence on head gesture
generation, we proposed a two-layer cluster method and adopted CART model to
construct the mapping model between speech representation and head gestures. In the
proposed two-layer cluster method, the hierarchical parameters were determined by
subjective evaluation on different parameter-related talking-head animation sequences,
and the two-layer clusters schema was able to obtain more reliable clustering results from
textual features. CART was further adopted to model the relationship between prosody,
linguistic features and elementary head gesture patterns, which is of benefit to classify
and interpret which features have greater influence on visual gesture generation. The
analysis about how linguistic features contribute to different emotional expressions was
presented in detail. The discussions in this work provide important reference for realistic
animation of speech driven talking-head or avatar.

In our work, the bimodal database involves only one actress’ data. The bimodal mapping
model is endowed with personal characteristics of the actress. The experiments show that the
proposed method could effectively reveal how this actress’ emotional head expression is
influenced by prosodic and linguistic features. One of our further work is to consider more
players’ audio-visual data in our model.
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