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Abstract In recent years many methods for image watermarking have been proposed to
overcome the growing concern of copyright protection. The goal of all these methods is to
satisfy the tradeoff between two important characteristics of robustness and imperceptibility. In
this paper an adaptive blind watermarking method in the Contourlet transform domain is
proposed. In this method we apply a two-level Contourlet transform on the original image. The
first level approximate image is partitioned into blocks. Using a novel edge detection algo-
rithm, important edges of each block of the approximate image are detected and the entropy of
each block is also computed. Then by concatenating some portions of the second level
subbands we form blocks. These formed blocks are transformed into DCT domain.
Watermark is embedded by modification of the DCT coefficients. The severity of the embed-
ding is controlled depending on the complexity of the corresponding block in the approximate
image. For higher robustness against attacks, we embedded the watermark redundantly and
used voting mechanism in extraction stage. Experimental results reveal that our method has
high robustness and acceptable imperceptibility.

Keywords Copyright protection .Robustness . Imperceptibility.Adaptiveblindwatermarking .

Contourlet . DCT

1 Introduction

Nowadays due to the expansion of the internet and social networks, multimedia products, such
as images, audio files, etc., could be easily shared online. In such environments, sometimes
multimedia data are forged and replicated which results in violation of the copyright.
Watermarking is a way of embedding a message in an image, audio clip, video clip, or in
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any other digital media, in order to protect the media’s copyright and intellectual property. The
message is embedded by the owner of the media to indicate the ownership and to preserve the
intellectual property. For this purpose in recent years many image watermarking methods have
been proposed. Robustness against possible attacks and imperceptibility are the two main
challenges for any image watermarking methods [3]. Two main stages in watermarking
methods are embedding and extraction. In the embedding stage the watermark is somehow
embedded into the image to better satisfy the tradeoff between robustness and imperceptibility.
In the extraction stage the embedded watermark is extracted from the watermarked media.

In [17] a review of watermarking techniques is presented. Watermarking methods are
classified into two groups based on whether they need to have the original image in the
extraction stage or not. Blind detection techniques, which are advantageous, do not need the
original image or the watermark. On the other hand non-blind methods require the original
image and/or the watermark logo. This has made non-blind methods to be less appealing. Also
watermarking methods based on their embedding environment are classified into spatial
domain methods and frequency domain methods. Many spatial domain watermarking methods
have been proposed. In [12] a copyright protection method for digital images in spatial domain
is proposed. In this method in the embedding phase the watermark is fused with noise bits to
enhance the security. Then a XOR operator is applied between the watermark and the feature
value of the image by 1/T rate forward error correction. Also a voting mechanism is used in the
extraction phase. In [23] a method for enhancing the feature-based image watermarking
against geometric distortions and common image processing operations is proposed. It com-
bines an affine invariant point detector, image normalization and the orientation alignment. In
[24] a watermarking method, robust to geometric moments, is proposed. In this method a set of
affine invariants are derived from Legendre moments. Then these affine Legendre moment
invariants are used in the embedding process. In [25] a Gaussian low-pass filter is applied to
the original image and using a secret key, a number of gray levels are randomly selected. Then
the histogram of the smoothed image is constructed using the selected gray levels. By selecting
pixel groups with the highest number of pixels a safe band between chosen and not chosen
groups is built. A watermark bit is embedded into a group by moving some pixels to certain
gray levels within the pixel group. This method can embed a small number of bits in an image.
One of the main characteristics of spatial domain watermarking methods is that they are highly
robust against geometric attacks.

Even though highly robust spatial domain watermark methods do exist but they usually
have low embedding capacities [25]. Transform domain based watermarking methods can
easily achieve high robustness by modifying the transform domain coefficients [17].
Frequency domain based methods use transform techniques, such as discrete Fourier transform
(DFT) [19], discrete cosine transform (DCT) [7, 8, 18, 20, 21], discrete Wavelet transform
(DWT) [11, 13–16, 22] and Contourlet transform (CT) [1, 4]. In [19] a watermark is embedded
in a ring in the DFT domain. In this method the watermark has circular symmetry and it is
added in middle frequencies of the DFT domain of the original image. In [20] the input image
is first segmented in different parts based on Voronoi algorithm and then a sequence of real
numbers is embedded into DCT domain of these segmented parts. In [21] by applying DCT to
the blocks of the input image and using the DC coefficient (coefficient (0, 0)) of each block, a
low-resolution approximation image is constructed. Then the watermark is embedded by
adding it to high frequencies of the produced approximation image. In [18] a non-blind
copyright protection scheme for e-government document images, using DCT domain, is
proposed. In this method by applying DCT transform on the original image and using SFC,
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coefficients are mapped into four rectangular areas from low to high frequencies. Then SVD is
applied to each area and the original image is modified by embedding the watermark using
singular values of the DCT transformed image. Also in this method the optimal value of the
scaling factor of each area is determined using a genetic algorithm. A blind version of [18]
which only uses the maximum singular value of the DCT of an image is presented in [8]. One
problem of [8, 18] is that these two methods use Genetic algorithm which does not always
result in a global optimum value. In [7] at first a mask of the original image is built by
luminance masking. The image is embedded by modifying the singular values of DCT of the
original image with singular values of the generated mask. Embedding uses a control
parameter which is found using genetic algorithm.

In [16] a review of the watermarking methods in DWT domain is proposed. In [22] a SS-
based method is proposed, where a key dependent randomly generated wavelet filter bank is
used for embedding the watermark. In [13] a method based on the significant difference of
wavelet coefficient quantization is proposed. In this method every seven non overlap wavelet
coefficient of the original image are considered as a group and the two largest coefficients are
used in the embedding phase. Awatermark bit is embedded by adjusting the magnitude of the
difference of these two coefficients. Also in the extraction phase an adaptive threshold value is
used to extract the watermark. In [11] despite of embedding the watermark in wavelet
coefficient the watermark is embedded in the singular value of the wavelet transform of the
original image which is obtained by applying SVD on the DWT sub bands. In [15] wavelet
trees are classified into two clusters. One cluster is denoted as the watermark bit 1, and the
other denotes bit 0. These trees are constructed using distance vector which is determined by
the two smallest coefficients of a wavelet tree. These trees are quantized to increase the
statistical difference between a watermark bit 1 and a watermark bit 0. This difference is used
in the extraction phase for determination the watermark bit. In [14] wavelet coefficients of the
original image are grouped into different blocks with different sizes. Then watermark is
embedded in different sub-bands. Every block is embedded by adjusting the local maximum
coefficient of that block by increasing or decreasing its energy to embed 1 or 0 respectively. In
the extraction phase, energy is subtracted from the local maximum coefficient. If the coeffi-
cient still remains the maximum in the block, then watermark bit is 1, otherwise the watermark
bit is 0. One of the drawbacks of this method is that it has low NC values against severe JPEG
attacks.

In recent years CT transform features motivated researchers to use it in watermark field. In
[4] the watermark is embedded into different bands in order to have more robustness against
attacks. Due to low sensitivity of the human visual system to the intensity change in edge areas
of the image, watermark data in [1] is embedded into directional sub bands with the highest
energy. In [9] a non-blind image watermarking is proposed in which the watermark is
embedded in the singular values of CT of the original image and for more robustness the
watermark is embedded in three scales of the CT domain. In [2] for the watermark embedding,
both CT and DCT are cascaded and the strength factor for the embedding severity is
determined by block complexity in the CT domain. In [10] a block based method is proposed
and the watermark is embedded into CT coefficients. In this method in order to increase the
robustness, the watermark is embedded in the DCT coefficient of the CT blocks. This method
is not very robust against some attacks such as Gaussian noise, salt & pepper noise and also
JPEG attacks.

In this paper, we propose a new blind adaptive image watermarking method in the CT
domain. In this method at first a two level CT transform is applied on the original image and
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the approximate image of the first level is decomposed into blocks. Then the second level
detail image is partitioned into blocks in such a way that each detail block has a corresponding
block in the approximate image. The watermark is embedded in detail blocks. In order to
increase the robustness against attacks, the watermark is embedded in DCT coefficients of
detail blocks. To satisfy the tradeoff between robustness and imperceptibility, stronger em-
bedding is done in complex blocks and weaker embedding is performed in smooth blocks. The
severity of embedding in every detail block is controlled by determining the complexity of
corresponding block in the approximate image. The complexity of each approximate image
block is determined using two criterions of edge concentration and entropy of that block. In
this method, to find edges of each block, a new modified edge detection algorithm is proposed.
Also in order to further increase the robustness of our method, we redundantly embedded the
watermark and in extraction stage a voting mechanism is used. In brief, we define a novel
method of finding complex regions where human visual system is not sensitive to changes in
such regions. Embedding in such complex regions is done with higher strength which
increases the robustness of our method. Also, our embedding method is novel. It is performed
in the detail sub-bands of CT which causes minor distortions in the image. This is done by
gathering sub-blocks from four different detail sub-bands. After embedding modifications are
performed, the sub-blocks are distributed back in their corresponding sub-bands. This is
actually an error-diffusion mechanism which enhances the transparency of our algorithm.

The rest of the paper is organized as follows. In the Section II details of the proposed
method are discussed. Experimental results are presented in Section III. Finally, we conclude
the paper in Section IV.

2 Method

Figure 1 shows the block diagram of the proposed watermarking method. In this diagram one
bit of watermark, W(Bi), is embedded in a block (Bi). Different parts of the proposed method
are discussed in this section.

In the proposed method at first a two-level CT transform is applied to the input image. As
shown in Fig. 2, the original image is decomposed into two 4 directional subbands.

In our method the embedding process and the embedding severity is controlled with respect
to the first level approximate image. For this purpose first level approximate image is

decomposed into m×m blocks and for each block the complexity measure is determined.

Hence, with our method in an w×w input image, a watermark with w2

4�N�m2 bits and N-bit

redundancy can be embedded. Later we will discuss how complexity measure is obtained for
each approximate image block.

In order to decompose the second level detail image to blocks and embed the watermark in
them, we propose a new blocking scheme which is shown in Fig. 3. In this scheme in order to
embed a watermark bit in a m×m block, each of four detail images is decomposed to m

2 � m
2

sub-blocks and a m×m block is constructed by four m
2 � m

2 sub-blocks that are from four

different detail images. After constructing each m×m block, by applying DCT transform on it
and modifying DCT coefficients as follows, we could embed a watermark bit in a block. This
gathering of sub-blocks from four different detail images and then distributing them back to
their corresponding detail images help us diffuse the modification errors which are caused by
the embedding procedure.
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Figure 4 shows the pseudo code of the proposed embedding procedure. Let us denote DCT
transform of any block Bi by Di. In the BDCT Coefficients Modification^ stage of the
algorithm we modify two DCT coefficients of Di (x, y) and Di (w, z) in each block based on
the watermark bit that is to be embedded in any Bi block. Also αi and βi definition is explained
later.

In above equations, the function Swap (Di (x, y), Di(w, z)) switches around the values of
coefficients Di (x, y) and Di (w, z). Also the strength factor αi which determines the complexity
measure of each block i is computed as bellow:

αi ¼ ComplexityBi

� �� Di x; yð Þ þ Di w; zð Þ
2

� �� �
ð1Þ

Second Level Detail
Image Blocking

DCT Coefficients Modification

Inverse DCT Transform & Block Retiling

Input Image

Watermarked Image

Inverse Contourlet Transform

W(Bi)

First Level Approximate
Image Blocking

DCT TransformComplexity
Determination

Contourlet Transform

Fig. 1 Block diagram of the
proposed embedding method
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In (1), the term ComplexityBi
is calculated as bellow:

ComplexityBi
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Edge Density Bið Þ þ Entropy Bið Þ

p
þ C ð2Þ

In (2), Entropy(Bi) is the entropy of block Bi and Edge_Density(Bi) represents the sum of
edge pixels in block Bi.

In order to find the edges one could use Canny [5]. We propose a new version of
multi-scale multi-threshold Canny edge detector [6] algorithm which can find a wide
range of edges. In this method at first, for each scale s, Canny edge detector algorithm

Fig. 2 Result of applying a two-level CT transform on Barbara image

b1 b2 b1 b2

b1 b2 b1 b2

...

...

...

...

...

...

...

...

Detail Image 1 Detail Image 2

Detail Image 3 Detail Image 4

{

{

m
/2

m/2

b1 b1

b1 b1

b2 b2

b2 b2

{

{
m

m ...

B1 B2

Fig. 3 Proposed block formation
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is applied with different thresholds on each input block. Then the results of different thresholds
in each scale are averaged as bellow:

Es ¼ 1

K

XMax t

t¼Min t

canny Bi; t; sð Þ
 !

ð3Þ

In the above equation, Es is the output of averaging of Canny results using different
thresholds at the scale s. Bi is the input image block, Min_t and Max_t are the minimum and
maximum thresholds and K is the number of thresholds. Now the maximum edges of the block
among all scales are detected as bellow:

Edge ¼ max
j ∈ S

E j ð4Þ

In (4), Edge is the set of block edges obtained from different scales, Ej is the
averaged out edges of the block in scale j, and S is the number of scales. Unlike [6],

If watermark bit for the block is zero, ( ) = 0, then:

If ( , ) ≥ ( , ) and ≤ then . 

If ( , ) ≥ ( , ) and > then

1. ( , ) ( , ) +
( , ) ( , )

2. ( , ) ( , ) −
( , ) ( , )

If ( , ) < ( , ) and ≤ then ( ( , ) , ( , ))

If ( , ) < ( , ) and > then

1. ( , ) ( , ) +
( , ) ( , )

2. ( , ) ( , ) −
( , ) ( , )

3. ( ( , ) , ( , ))

If watermark bit for the block is one, ( ) = 1, then:

If ( , ) ≤ ( , ) and ≤ then .

If ( , ) ≤ ( , ) and > then

1. ( , ) ( , ) −
( , ) ( , )

2. ( , ) ( , ) +
( , ) ( , )

If  ( , ) > ( , ) and ≤ then ( ( , ) , ( , ))

If  ( , ) > ( , ) and > then

1. ( , ) ( , ) −
( , ) ( , )

2. ( , ) ( , ) +
( , ) ( , )

3. ( ( , ) , ( , ))

Fig. 4 Pseudo code of the proposed embedding algorithm
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which uses min Ej, we use max Ej. We know that by using multi-thresholding we
identify all existing edges in a scale. When we use max Ej, it identifies the scale
which contains largest range of edges, including stronger edges too. Hence, more
edges are detected. We can see that stronger edges have higher intensity values and
weak edges have lower intensity values. In our method we call the number of edge
pixels in a block as the edge concentration of that block. We want to embed stronger
in blocks which have high edge concentrations. Hence, we have to ignore weak
edges. In order to maintain the stronger set of edges in each block and get rid of
weak edges, we apply Otsu thresholding [5] on the results obtained from (4) for each block.
Otsu’s method divides intensity values of an image into two classes by finding an intensity
threshold. The threshold is chosen in a way to maximize the inter-class variance and to
minimize the intra-classes variance. In Fig. 5 the original first level approximate
image, the result of method [6] and the results of our modified multi-scale multi-
threshold Canny edge detector method before and after applying Otsu thresholding are
shown. By comparing Fig. 5b and c we notice that by using max Ej instead of min Ej

in (4) more edges are detected.
Since (2) can be zero for a block a constant value C is added to prevent ComplexityBi

from
becoming zero.

Fig. 5 Result of proposed edge detector algorithm, (a) original first level approximate image, (b) result of
applying [6], (c) and (d) results of applying proposed edge detector before and after Otsu thresholding
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Also βi is computed based on the intended watermark bit, W(Bi), as follows:

βi ¼ Di x; yð Þ−Di w; zð Þ if W Bið Þ ¼ 0
Di w; zð Þ−Di x; yð Þ if W Bið Þ ¼ 1

�
ð5Þ

Hence, using (1), in blocks with high edge concentration and high entropy, due to large
value of ComplexityBi

, watermark bits are strongly embedded by increasing the difference

between Di (x, y) and Di (w, z). These are blocks that human visual system can hardly detect
modifications. On the other hand, for blocks which have low edge concentration and low
entropy, which cause the term ComplexityBi

to become low, watermarking is performed with

low strength factors.
This would cause minor alterations in the block and it is suitable for smooth regions of the

image. Human visual system is sensitive to changes in smooth areas. In this manner the
watermarked image is visually good with low distortion. In other words, a good tradeoff
between robustness and imperceptibility is established.

After the DCT coefficient modifications, we apply inverse DCT on each block and retile
them as before in the detail image. Finally by applying an inverse CT transform the
watermarked image is obtained.

Because of the N-bit redundant embedding of the watermark in the input image, in order to
extract the watermark from the watermarked image we employ a voting mechanism among the
N neighboring blocks as follows:

WExt B1…BNð Þð Þ ¼ 0 if Sum d1…dNð Þ > 0
1 if Sum d1…dNð Þ < 0

�
ð6Þ

In the above equation, d1 to dN represent the difference between Di (x, y) and Di (w, z) in each
of the N neighboring blocks. Since N-bit redundant embedding is performed, blocks 1 to N
contain the same watermark bit. Also, Sum (d1: dN) is the sum of the differences of the Di (x, y)
and Di (w, z) in blocks 1 to N. In other words, by using (6), when the sum of neighboring
blocks which vote to 1 is more than blocks which vote to 0, the extracted watermark bit from
these N neighboring blocks is 1. Same voting procedure applies for extraction of 0. With this
voting mechanism robustness against attacks is intensely enhanced. We embed one watermark
bit repeatedly in N neighboring blocks. In the extraction process, we perform voting among the
N neighboring blocks. In this method if the difference between Di (x, y) and Di (w, z) in a
block is more than 0 it shows that a 0 has been embedded and otherwise a 1 is in that block. By
summing the N difference values from the N neighboring blocks we can confidently tell what
the value of embedded bit is. A positive sum indicates embedded 1 and a negative result means
an embedded 0. If a block has high complexity then it has higher difference between its Di (x,
y) and Di (w, z). It means it has stronger bit embedded in it and it can dominate the votes of the
other N-1 blocks. When the image is under attack, even if only one of N neighboring blocks
has high complexity, it can guarantee the survival of the watermark.

3 Experimental results

For simulation of the proposed method we used Matlab R2013a (8.1.0.604) and we applied it
on gray scale 512×512 pixels images (w=512). In this method the first level approximate
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image which is 256×256 pixels is decomposed into 8×8 blocks (m=8). Also, 128 bits of
message, with a redundancy of 8 (N=8), is randomly generated and embedded in (3,6) and
(6,3) DCT coefficients of second level detail image blocks. The minimum and the maximum
thresholds values can arbitrarily be selected. Larger difference between the maximum and
minimum thresholds can help finding more edges. Hence, we set these thresholds, in the edge
detector stage, to 0.1 and 0.8. Also, a step size of 0.1 is considered and 8 thresholds are applied
(i.e., K=8). We used 5 scales of 1 to 5 for Canny edge detector (S=5). In the following the

SSIM = 0.9971 
PSNR = 42.89 

SSIM = 0.9960
PSNR = 40.06

SSIM = 0.9956
PSNR = 40.62 

SSIM = 0.9974
PSNR = 44.06

SSIM = 0.9965 
PSNR = 41.74

Fig. 6 Visual quality comparison of Barbara, Baboon,Map, Couple, and Bridge images and their watermarked
version. First row: the original images, second row: the watermarked images, third row: SSIM and PSNR values
for watermarked images
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visual quality, effect of using our proposed modified edge detection algorithm and robustness of
our watermarking method against attacks is evaluated.

We have evaluated our method on five images (Barbara, Baboon, Map, couple, and
Bridge). The Peak-Signal-to-Noise-Ratio (PSNR) results between the original and
watermarked images are 42.89, 40.06, 40.62, 44.06, and 41.74. In Fig. 6 Barbara, Baboon,
Map original images and their watermarked versions and their SSIM and PSNR values are
shown. By comparing the visual quality of each image with its watermarked version, we notice
that our method’s imperceptibility is high. We embed each watermark bit in an image
block. Embedding in DCT coefficients of CT domain of original image diffuses the
embedding effect throughout the block. Hence, blockiness artifacts are not produced.
Also by combining the modified multi-scale multi-threshold Canny edge detector
algorithm and by using entropy for measuring the complexity of each block, we
properly alter the strength factor in each block. Hence, the visual quality of the
watermarked image is not diminished.

To measure the robustness of the algorithm we find the normalized correlation (NC)
between the original and the extracted watermarks. Higher correlations show higher robustness
of the algorithm against attacks. In Table 1 NC results of the proposed method against
cropping attack, with different percentages, are presented. For this purpose watermarked
images were cropped from 5 to 20 %. In order to perform cropping attack 5 to 20 % of the
pixels on the right side of the image are replaced by zeros. We see that for up to 10 % cropping
almost no loss of information is caused and complete watermark is extracted. The worst
situation in Table 1 is for 20 % cropping of the Couple image where a high correlation of
91.29 % is achieved.

In order to further evaluate the robustness of our method, we performed Gaussian filter
attack. In this experiment, 3 different window sizes, and also with 3 different sigma values, are
used. The NC results of our method against Gaussian filter attack are presented in Table 2.
High NC values reveal high robustness of our method against this attack.

Table 2 NC results of the proposed method against Gaussian filter attack

Image Sigma = 0.5 Sigma = 1 Sigma = 2

3 × 3 5 × 5 7 × 7 3 × 3 5 × 5 7 × 7 3 × 3 5 × 5 7 × 7

Barbara 1 1 1 0.99 0.99 0.99 0.99 0.85 0.63

Baboon 1 1 1 1 1 1 1 0.89 0.78

Map 1 1 1 1 0.99 0.99 0.99 0.89 0.74

Couple 1 1 1 0.98 0.98 0.98 0.98 0.82 0.62

Bridge 1 1 1 0.99 0.99 0.99 0.99 0.92 0.76

Table 1 NC results of the proposed method against cropping attack

Image Barbara Baboon Map Couple Bridge

NC Crop = 5 % 1 1 1 1 1

Crop = 10 % 0.9930 1 1 1 1

Crop = 15 % 0.9574 0.9930 0.9789 0.9789 0.9930

Crop = 20 % 0.9280 0.9575 0.9428 0.9129 0.9789
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In Table 3 the results of comparing our method with the state of the art method of [1] for
JPEG attack and scaling attack are shown. For a fair comparison, the PSNR value for
each image, produced by our method and [1], is the same. By comparing the results,
we see that our method in most cases outperforms [1] against JPEG attack. Also
comparison of BER results of the proposed method with [1] reveals that our method
is highly robust against scaling attack.

Furthermore, to evaluate our method against different attacks, such as median filter and
histogram equalization attacks, we compared our results with [22]. In order to compare our
method with [22] we increased the message size to 256 bits. The NC results against these two
mentioned attacks are shown in Table 4. This comparison is under equal PSNR values. These
results evidently reveal that our method is highly robust against the two mentioned attacks.

4 Conclusion

In this paper, we proposed a novel blind adaptive watermarking method in CT domain. In this
method at first a two-level CT transform was applied on the original image and the first level
approximate image was decomposed into blocks. Embedding was applied in the second level
detail sub-bands. In order to regulate the strength factor for each block, we determined the
complexity of each first level approximate image block. This complexity was determined by
combining the entropy of a block with a proposed edge concentration measure. In this way, in
complex blocks the watermark bits were embedded strongly and in simple and smooth blocks
the watermark bits were embedded weakly. Because of low sensitivity of human visual system
to changes in complex blocks, we could satisfy a good trade-off between robustness and
imperceptibility. Also, in order to further improve the robustness of our method we redun-
dantly embedded the watermark. The robustness of our method was tested against different
attacks and experimental results demonstrated that the proposed method was able to achieve
better performance in comparison with compared methods.

Most of the exiting watermarking algorithms are for gray scale single-still-images. The use
of color images, audio, video, and stereo contents is on increase. These media contents require

Table 4 NC results of our method
and [22] against Median filter 3 × 3
and Histogram equalization attacks

Image Method Median filter
3 × 3

Histogram
equalization

Lion Proposed 1 1

Ref. [22] 0.43 0.93

Lena Proposed 1 1

Ref. [22] 0.38 0.97

Barbara Proposed 0.99 1

Ref. [22] 0.50 0.97

Baboon Proposed 0.89 0.99

Ref. [22] 0.37 0.97

Goldhill Proposed 0.99 0.99

Ref. [22] 0.49 0.95

Peppers Proposed 1 1

Ref. [22] 0.41 0.96
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suitable copy protection schemes. Some of the existing image-embedding methods do
not have the potential of being applied to other types of media. For future works we
would like to extend our method to video sequences. This could be possible by
computing complexity in video cubes rather than image blocks. This may also require
3D contourlet transform.
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