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Abstract In the intra prediction process, High Efficiency Video Coding (HEVC) provides a
quadtree-based coding unit (CU) block partitioning structure and up to 35 kinds of prediction
modes to improve the coding performance. These technologies improve the coding efficiency
significantly while the coding complexity is simultaneously increased rapidly as well. In this
paper, a novel fast CU size decision and mode decision algorithm is proposed for the intra
prediction of HEVC. The overall algorithm consists of two processes, the fast CU size decision
and fast mode decision. In the fast CU size decision process, we adopt an adaptive
discretization total variation (DTV) threshold-based CU size determination algorithm to skip
some specific depth levels. In the fast mode decision process, an orientation gradient-based
mode decision is proposed to reduce the candidate modes involved in the rough mode decision
(RMD) and the rate distortion optimization (RDO) process. The experimental results on the
HEVC reference software HM demonstrate that the proposed algorithm can significantly
reduce the coding time with negligible performance loss.
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1 Introduction

High Efficiency Video Coding (HEVC) [16] developed by the Joint Collaborative Team on
Video Coding (JCT-VC) of ITU-T and ISO/IEC, is the current state-of-the-art video coding
standard. It aims to save 50 % rate cost while maintaining the same video quality over the
predecessor H.264/AVC [18]. HEVC introduces many coding tools to improve the coding
efficiency, such as flexible coding structures including the coding unit (CU), prediction unit
(PU), transform unit (TU), quadtree-based CU block partitioning [7], and up to 35 intra
prediction modes [17], etc. These tools achieve considerable coding performance but accom-
panied with much higher computational complexity which restricts its potential use in real-
time applications. It is necessary to reduce the encoding complexity of HEVC with some
acceptable performance loss for real-time applications.

HEVC adopts recursive quadtree coding units and rate distortion optimization (RDO) to
traverse 35 intra prediction modes (including 33 directional prediction modes, DC mode, and
planar (PLANAR) mode) to find the best mode to encode. On one hand, the more flexible intra
prediction improves the coding efficiency by about 22 % on average compared with H.264 [8].
On the other hand, since HEVC supports many more block sizes and more prediction modes
than H.264/AVC, it leads to much higher computational complexity. For the purpose of
reducing coding time, many fast CU size decision and mode decision algorithms have been
proposed. For fast CU size decision, Kim et al. [6] introduced an early termination method
based on the statistics of rate-distortion costs in the CU splitting process. This method can save
24 % encoding time on average with only a negligible loss of coding efficiency with respect to
the official HEVC reference model HM [4]. However, the thresholds employed for rate-
distortion (RD) cost computing were obtained by training from a large amount of videos
offline. Shen et al. [12] determined the CU depth range (including the minimum depth level
and the maximum depth level) and skipped some specific depth levels rarely used in the
previous frame and the neighboring CUs. Cho et al. [2] proposed a fast CU splitting and
pruning method following a Bayesian decision rule based on low-complexity RD costs and
full RD costs. Since the statistical parameters for the early CU splitting and pruning processes
were periodically updated for each CU depth in response to changes of video characteristics,
this method saved almost 50 % encoding time. Li et al. [9] speeded the process of partition for
CTU by a fast CU splitting and pruning method, in which CUs are classified by their sizes, RD
costs and Hadamard costs. Experiments reported this method reduced 46 % computational
complexity on average with 0.82 % Bjontegaard delta rate (BD-rate) increase. For fast mode
decision, Jiang et al. [5] presented a gradient-based fast mode decision algorithm by calculat-
ing the gradient for each direction and generating the gradient-mode histogram for each coding
unit, which reduced the candidate modes involved in the rough mode decision (RMD) and
RDO processes. This algorithm achieved almost 20 % encoding time reduction with only
0.74 % BD-rate increase. Yan et al. [19] presented an early termination and pixel-based edge
detection method by reducing the number of candidates for the RDO process heuristically. It
was reported that the algorithm saved 23.52 % encoding time with a negligible performance
loss compared to HM 7.0. By analyzing the relation between a block’s texture characteristics
and its best coding mode, Zhang et al. [21] proposed an adaptive strategy for the fast mode
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decision in the intra coding of HEVC. Experimental results showed this method saved about
15 % and 20 % encoding time while BD-rate increments are only 0.64 % and 1.05 % in the all
intra HE and all intra LC test condition on HM 4.0. Fini et al. [3] introduced a two stage
algorithm for fast intra mode decision in HEVC, where in the first stage the number of the
tested modes in RMD is reduced from 35 to 19. And in the second stage, the number of the
tested modes in the RDO process is reduced as well.

The aforementioned algorithms have achieved considerable encoding time saving with little
loss of coding efficiency. However, most of these algorithms consider the fast CU size
determination or the fast mode decision solely. Actually, in the intra prediction process of
HEVC, CU sizes are divided recursively from largest coding unit (LCU) to smallest coding
unit (SCU). In each recursion, the current PU traverses 35 kinds of prediction modes for
finding the optimal prediction mode. If only the fast CU size decision is considered, then 35
prediction modes must be computed for a certain size PU. Similarly, if only considering the
fast mode decision, all the CU sizes from LCU to SCU are required to be calculated as well.
Thus, the computational complexity with either one of these two types is still very high.
Conversely, if the effective fast CU size decision and mode decision are simultaneously
considered in the intra prediction process, it is possible to reduce the coding time dramatically
with little encoding performance loss. In fact, some researchers have proposed a few fast
algorithms which combine the fast CU size decision and fast mode decision. Zhang et al. [20]
proposed a Hadamard cost model based on the progressive rough mode search to selectively
check the potential modes instead of traversing all candidates in the fast mode decision. And,
CU splitting is early terminated also if the estimated R-D cost is already larger than the R-D
cost of the current CU. The experiments demonstrated the proposed algorithm achieves the
state-of-art performance. Shen et al. [13] fully exploited the correlations between parent CUs
in the upper depth levels or spatially nearby CUs and the current CU, and proposed a fast CU
size decision and mode decision algorithm for HEVC intra coding. However, most of
aforementioned methods only exploited the spatial or temporal correlations exist in digital
videos for the fast CU splitting, whereas the relationship between video contents and optimal
CU depth levels was not fully studied. Moreover, most of the existing fast mode decision
algorithms filtered modes only by the texture direction and intensity detected in the current
CU, which did not take full advantage of the intra-prediction mechanism characteristic in
HEVC. To alleviate these drawbacks, this paper presents a fast and comprehensive method for
both fast CU splitting and fast mode decision in the HEVC intra coding.

In fact, the optimal CU depth level is highly correlated with video texture characteristics.
Larger CU sizes commonly do not result in a desirable RD performance for texture regions,
whereas for plat regions, smaller CU sizes likely do not achieve the best coding performance.
Based on this observation, we employ the discretization total variation (DTV) [15] to identify
the complexity of a CU and present an adaptive DTV threshold-based method to filter or early
terminate some specific depth levels for fast CU splitting. Furthermore, following the intra
prediction mechanism characteristic in HEVC, an orientation gradient-based mode decision is
proposed to further reduce the modes involved in the RMD and RDO processes for the fast
mode decision. Since some unlikely CUs and directional modes are skipped in the intra
prediction process in two stages, it is desirable to significantly reduce the computational
complexity. Meanwhile we just skip the CUs and directional modes which likely do not lead
to the desirable coding performance for the current CU, thus the coding efficiency is also
maintained well. Experiments illustrate the advantage of the proposed algorithm. It exceeds the
current state-of-art methods in terms of the coding time reduction and coding efficiency loss.
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The remainder of this paper is organized as follows. Section 2 introduces the intra
prediction framework used in HEVC. Then, Section 3 describes the proposed fast CU size
decision and mode decision algorithm for intra prediction in HEVC. Experimental results are
given in Section 4. Finally, we conclude this paper in Section 5.

2 Preliminaries of the intra prediction in HEVC

Compared with H.264/AVC, HEVC provides a more flexible and efficient encoding structure
by introducing three block concepts: CU, PU and TU. These concepts replace the macroblock
(MB) in H.264/AVC. CU is the basic unit of video coding which must be a square shaped
block. A CU can be coded directly or be split to a set of smaller CUs. The maximum size of a
CU is 64×64 (i.e., Largest Coding Unit, LCU) and the minimum size is 8× 8 (i.e., Smallest
Coding Unit, SCU). A CU can be regarded as one PU or divided to more PUs to implement
the prediction process. In HEVC intra coding, there are only two partitions of the CU are
allowed. That is, a CU is regarded as a whole PU or divided to 4 same-sized PUs to predict.
TU is the elementary unit for transforming and quantizing whose size can range from 4×4 to
32×32. As illustrated in Fig. 1, HEVC adopts the quadtree-based CU partitioning structure
during the intra prediction process. Specifically, each CU recursively splits into four equally
sized blocks starting from LCU to SCU, and the SCU supports PU types of 2N×2N and N×N
partitions. Here, 2N×2N is the size of the CU, and N is the half of the width or height of the
CU.

For each PU, HEVC provides up to 35 intra prediction modes, as shown in Fig. 2
including 33 directional modes, DC mode and PLANAR mode, to select the best mode.

Fig. 1 Illustration of recursive CU partitioning structure and PU types in intra prediction for HEVC
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In order to alleviate the computational complexity, the RMD process is first done to
determine some best candidate modes. Specifically, the minimum absolute sums of
Hadamard transformed coefficients of the residual signal and the mode bits for all the
35 modes are calculated as the simplified RD costs firstly [11]. A set of modes with
smaller simplified RD costs are picked as candidate modes. The numbers of the candi-
date modes for 64 × 64, 32 × 32, 16 × 16, 8 × 8 and 4 × 4 sized PUs are 3, 3, 3, 8 and 8,
respectively. Then, the most probable modes (MPM) are also added into the candidate
mode set to perform RDO [22].

As described above, for LCU, a total of (40 + 41+ 42 +43+44) =341 different PU blocks are
needed to be traversed for selecting the best CU splitting. Moreover, 341×35=11935 times
simplified R-D costs are executed in the RMD and more than (40 ×3+41×3+42 ×3+43×8+
44×8) =2623 times full R-D costs are computed in the RDO. Therefore, the intra prediction
process is very time-consuming.

3 Proposed fast intra prediction algorithm

3.1 Adaptive discretization total variation threshold-based CU size determination

HEVC executes all depth levels ranging from 0 to 3, so the PU size scopes are from 64×64 to
4×4. However, the best CU partition has a strong correlation with the texture features of
current treeblock. In practice, homogeneous areas tend to larger block sizes, whereas regions
with rich textures use smaller block sizes more often. Figure 3 shows the CU splitting result of
the first frame of the BasketballDrill sequence picked from [1] for testing using only intra
prediction. As seen in Fig. 3, regions with complex textures tend to 8×8 or 4×4 PU sizes,
whereas homogeneous regions are more likely to 16×16 or 32×32 sizes. That is, the best CU
size can be estimated by the complexity of the CU. In this paper, we adopt the discretization
total variation (DTV) [14] to measure the complexity of a CU. And then, an adaptive DTV
threshold-based CU size determination algorithm is presented to make fast CU size determi-
nation in this section.

Fig. 2 Intra prediction modes in
HEVC
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In our previous work in [14], the density and magnitude of the dissimilarities between the
adjacent pixels are measured by the total variation (TV) of the H.264 MB. The TVof a MB is
defined as (1).

TVMB ¼ ∇IMBk kTV ¼
X14
i¼0

X14
j¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I i; j½ �−I iþ 1; j½ �ð Þ2 þ I i; j½ �−I i; jþ 1½ �ð Þ2

q
: ð1Þ

where I[i, j] is the luma intensity of the pixel at i, j of the MB. The calculation of the TV
includes multiplication and square root operations. The DTVof a MB formulated in (2) can be
employed as a replacement for simplifying calculating.

DTVMB ¼ ∇iIMBk kTV þ ∇ jIMB
�� ��

TV

¼
X14
i¼0

X14
j¼0

I i; j½ �−I iþ 1; j½ �j j þ I i; j½ �−I i; jþ 1½ �j jð Þ: ð2Þ

Based on this concept, we utilize the DTV of the CU to determinate the complexity of
textures for the treeblock of HEVC in this paper. The DTVof a CU DTVCU formulated in (3)

DTVCU ¼ ∇iICUk kTV þ ∇ jICU
�� ��

TV

¼
XN
i¼0

XN
j¼0

I i; j½ �−I iþ 1; j½ �j j þ I i; j½ �−I i; jþ 1½ �j jð Þ ð3Þ

Here, I[i, j] is the luma intensity of the pixel at i, j of the CU,N is the height or width of the CU.
The DTVof a CU measures the complexity of the CU. The larger the DTVCU is, the denser

and more significant the dissimilarities between pixels are and the more complex the current
CU is. The smaller DTVCU is, the more similarities between adjacent pixels in the CU and the
fewer textures in the CU. According to the DTVs of CUs, we classify CUs into three types as
follows:

Typecu ¼
I ; D T VCU < ¼ T 1
I I ; T1 < DTVCU <¼ T2
I II ; D T VCU > T 2

8<
: ð4Þ

where T1 and T2 are thresholds. The type of a CU decides the splitting strategy of this CU. The
type I denotes this CU is not needed to further split, so the CU size determination is early

Fig. 3 CU splitting results of the
intra predicition for the
BasketballDrill sequence in the
first frame
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terminated. The type II means that texture-complexity of the current CU is hard to determine,
thus we execute the normal process without any further processing. The type III indicates the
current CU is the highly rich texture region, then we split the CU into four sub-blocks directly,
namely the current depth level is skipped.

Obviously, the thresholds T1 and T2 determinate the CU type classification. They are
crucial for the CU size decision and have a strong impact on the coding efficiency. Here, we
suggest an adaptive scheme to decide the thresholds. We choose the first frame in a group of
picture (GOP) as the key frame to obtain the optimal thresholds. All the CUs in the key frame
calculate the DTVs as (3) and are coded in normal way. Then, the DTVs are stored to the
corresponding buffer according to the splitting strategy of the current sized CU. Three buffers
are provided in the proposed method to store the DTVs of CUs that will not be split further in
the prediction process, named DTV_buf_64_0, DTV_buf_32_0 and DTV_buf_16_0 corre-
sponding to 64×64, 32×32 and 16×16 CUs, respectively. Analogously, other three buffers
named DTV_buf_64_1, DTV_buf_32_1 and DTV_buf_16_1 are defined for DTVs of
64×64, 32×32 and 16×16 CUs. that will be split into smaller CUs in the prediction process.
The DTVs of the 8×8 PUs type with the 2N×2N mode and N×N mode are stored in the
DTV_buf_8_0 and DTV_buf_8_1, respectively. For example, supposing the current CU size
is 32×32, if this CU is split in the prediction process, then the DTVof the current CU is saved
in the DTV_buf_32_1. Otherwise, the DTV is stored in the DTV_buf_32_0. After the first
frame is finished, the maximum DTVof the N×N CU for the DTV_buf_N_1 and the minimal
DTV for the DTV_buf_N_0 are obtained. We denote them as TH_N_0, TH_N_1, respectively.
Here, N represents the CU size which should be 64, 32, 16 or 8. Then we calculate the
thresholds for CU classification according to TH_N_0 and TH_N_1. We set the thresholds T1
and T2 for each CU size empirically based on our tests on lots of sequences with various
resolutions as follows:

THN�N ¼ TH N 0þ TH N 1ð Þ=2 ð5Þ

T1N�N ¼ THN�N ð6Þ

T2N�N ¼ THN�N=4 ð7Þ
Here, N×N is the size of CU.
As described above, the key frame is coded in the normal way to obtain the thresholds for

the CU type classification. The proposed adaptive DTV threshold-based CU size decision is
employed in the successive frames of the current GOP. For each CU of these frames, we
calculate the DTVCU firstly and classify the CU types following (4). Then, we make the
splitting decision for each CU according to its type. Note that, to maintain the adaptability of
the thresholds, we refresh the DTV buffers and recalculate the type classification thresholds for
each GOP. Namely, the thresholds setting process need to be executed in the first frame (key
frame) of every GOP to make sure the thresholds can be updated as the video content.

3.2 Orientation gradient–based mode decision

As discussed in Section 2, after CU splitting, HEVC firstly selects N candidate modes in 35
prediction modes by the RMD process, N for size 64×64, 32×32, 16×16, 8× 8, and 4×4 are
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3, 3, 3, 8, and 8, respectively. Then, RDO is performed on the candidate mode set to obtain the
best mode. Considering the spatial correlation of the prediction modes, the optimal mode of the
current block is very likely to be the mode adopted in the neighbor block. Thus, the MPM are
added into the candidate mode set for RDO. Therefore, we must traverse 35 prediction modes
in the RMD process to choose the first N candidate modes and go through N+M modes for
RDO. The computation complexity of the encoder is very large. We employ a orientation
gradient-based model to reduce the number of directional prediction modes involved in the
RMD and the candidate mode set size in the RDO simultaneously. The orientation gradient of
a directional prediction mode is defined as (8):

G mð Þ ¼
Xn
i¼1

Angm
32

� Riþ1−I ij j þ 32−Angmð Þ
32

� Ri−I ij j
� � !

=n ð8Þ

Where m denotes the number of the directional prediction mode. Ii is the original pixel
value whose pixel is down-sampled from the current CU, n means the element number of
down-sampled pixels. Ri + 1 and Ri are the reconstructed pixel values of the adjacent reference
pixels of the current pixel Ii in the directional prediction mode m, |Ri + 1− Ii| and |Ri− Ii|
represent the absolute values of prediction residuals. Each predicted sample is obtained by
projecting its location to a reference row of pixels in the selected prediction direction and then
interpolating a value of the sample with 1/32 pixel accuracy. So, we divide the prediction
residuals by 32 in the model. Angm represents the absolute value of the prediction angle of the
mode m. Table 1 shows the prediction angles corresponding to the prediction modes.

In order to reduce computational load, we just sample a few representative pixels in a PU to
calculate the orientation gradients. For a N×N PU, we sample four representative pixels on
each 4×4 block, so N×N/4 representative pixels are obtained. The four representative pixels
for a 4×4 block corresponding to each directional prediction mode as showed in Fig. 4, which
(a) relates to modes 2 to 9, (b) corresponding to 10 to 17, (c) for 18 to 25, and (d) for 26 to 34.
The orientation gradient of each mode is calculated by (8). For example, Fig. 5 shows the
choices of the reference pixels with four sampled pixels (n=4) corresponding to mode 2, 12,
22, 32. The orientation gradients of mode 2, 12, 22, 32 are calculated by (9), (10), (11), (12),
respectively. Here, the bit shift is employed instead of division to accelerate the computation.

GMode¼2¼ RL−I f
�� ��þ RM−I j

�� ��þ RM−Idj j þ RN−Ikj j� �
>> 2 ð9Þ

G Mode¼12¼
5

32
RI−I f
�� ��þ 27

32
R J−I f
�� ��� �

þ 5

32
RI−Ig
�� ��þ 27

32
R J−Ig
�� ��� ��

þ 5

32
R J−I j
�� ��þ 27

32
RK−I j
�� ��� �

þ 5

32
RK−Ip
�� ��þ 27

32
RL−Ip
�� ��� ��

>> 2
ð10Þ

Table 1 Prediction angles corresponding to prediction modes

Mode 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Angle 32 26 21 17 13 9 5 2 0 −2 −5 −9 −13 −17 −21 −26 −32
Mode 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34

Angle −26 −21 −17 −13 −9 −5 −2 0 2 5 9 13 17 21 26 32
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G Mode¼22¼
13

32
RQ−I j
�� ��þ 19

32
RI−I j
�� ��� �

þ 13

32
RA−I f
�� ��þ 19

32
RB−I f
�� ��� ��

þ 13

32
RB−Ig
�� ��þ 19

32
RC−Ig
�� ��� �

þ 13

32
RB−Ip
�� ��þ 19

32
RC−Ip
�� ��� ��

>> 2
ð11Þ

G Mode¼32

21

32
RD−I f
�� ��þ 11

32
RC−I f
�� ��� �

þ 21

32
RE−Ig
�� ��þ 11

32
RD−Ig
�� ��� ��

þ 21

32
RE−Ikj j þ 11

32
RD−Ikj j

� �
þ 21

32
RD−Imj j þ 11

32
RC−Imj j

� ��
>> 2

ð12Þ

After calculating orientation gradients of 33 directional prediction modes, 10 modes
with the minimum gradients are selected as the candidate modes. Adding the DC mode
and PLANAR mode, a total of 12 modes are involved in the RMD process. Thus, we
reduce the number of the candidate mode set from 3, 3, 3, 8, and 8 to 2, 2, 2, 5, and 5
for PU size 64 × 64, 32 × 32, 16 × 16, 8 × 8, 4 × 4, respectively. In final, RDO is
performed on the candidate mode set including the MPM to search the optimal mode.
The proposed orientation gradient-based mode decision algorithm is summarized as the
algorithm 1.

Algorithm 1: Fast Mode Decision Algorithm
1. for 1<m<35

(a) (b) (c) (d)
Fig. 4 The sample representative pixels for the 4 × 4 block for the directional prediction mode, a–d responding
to mode from 2 to 9, from 10 to 17, from 18 to 25, from 26 to 34, respectively

(a) (b) (c) (d)
Fig. 5 Choices of reference pixels with four sampled pixels, a–d responding to mode 2, 12, 22, 32, respectively

Multimed Tools Appl (2017) 76:2001–2017 2009



2. G mð Þ ← ∑
n

i¼1
ðAngm
32

�
�

Riþ1−I ij j þ 32−Angmð Þ 32� Ri−I ij jÞ Þ=n
3. end for
4. select 10 kinds of mode with the minimum G(m) into set S,

S={m1,m2,m3,…,m10}
5. S=S+{DC,PLANAR}
6. execute the RMD on S, S0 is the candidate mode set by the RMD,

S0∈S, the number of S0 is 2, 2, 2, 5, 5 for PU size 64×64, 32×32,
16×16, 8×8, 4×4, respectively

7. S0=S0+MPM
8. Execute the RDO on S0 to choose the optimal mode

4 Experimental results

In this section, we evaluate the performance of the proposed method. The state-of-art methods
proposed in [5, 13, 19] are chosen as benchmarks. All the fast mode decision algorithms are
implemented on the newest version of the HEVC reference model HM 10.0 [4]. Twenty
representative sequences from the official common HM test conditions and software reference
configurations [1] are picked for testing. All the testing sequences are classified by their
resolutions to five classes as Class A, Class B, Class C, Class D, and Class E, corresponding to
the resolution of 2560×1600, 1920×1080, 832×480, 416×240, and 1280×720 respectively.
For each testing sequence, 100 frames are coded and all the results are averaged over all the
coded frames. The experiments are executed under all the intra setting of Main Profile with
QPs 22, 27, 32, and 37. The performance gain or loss of the fast algorithms is measured in
terms of the peak signal noise ratio (PSNR) loss of the Y component of the reconstructed
image, the bit rate (BR) increase and the complexity reduction (measured by time saving) with
respect to the HM full search scheme, denoted as ΔP, ΔBR and ΔTS, respectively. The
measurements are all averaged across four QPs as follows.

ΔP ¼ 1

4

X4
i¼1

Y PSNRHM10:0 QPið Þ−Y PSRN proposed QPið Þ ð13Þ

ΔBR ¼ 1

4

X4
i¼1

BiteRateproposed QPið Þ−BitRateHM10:0 QPið Þ
BitRateHM10:0 QPið Þ � 100% ð14Þ

ΔTS ¼ 1

4

X4
i¼1

TimeHM10:0 QPið Þ−TimeProposed QPið Þ
TimeHM10:0 QPið Þ � 100% ð15Þ

Where QPi is the QP which can be 22, 27, 32, and 37. Y_PSNRHM10.0(QPi),
BiteRateHM10.0(QPi), TimeHM10.0(QPi) denote the PSNR of the Y component, BR, coding
time in HM 10.0 with QPi, respectively. Y_PSNRproposed(QPi), BiteRateproposed(QPi),
Timeproposed(QPi) depict the PSNR of the Y component, BR, coding time of the proposed
method with QPi, respectively.
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To evaluate the efficiency of the propose methods, we will assess the adaptive DTV
threshold-based CU size determination method and the orientation gradient-based mode
decision algorithm separately, denoted as Prop.-CU and Prop.-mode respectively. Meanwhile,
the proposed size determination method and the mode decision method are combined together
as a two stages algorithm, denoted as Prop.-Overall to assess the overall performance. Since
coding is performed under all the intra prediction setting, the GOP size has no impact on the
testing methods except the proposed CU determination method and the overall algorithm.
Larger GOP sizes lead to more time saving but introduce larger coding performance loss too.
Smaller GOP sizes can maintain the coding performance well but the time saving is limited. In
this paper, the GOP size for CU size determination method is set to 30 empirically based on
extensive experiments on various sequences and various QPs. This value can achieve a good
tradeoff between the time saving and the coding performance loss. All the experimental results
of different mode search strategies for testing sequences with various resolutions are detailed in
Table 2. And the winners for each sequence in terms of ΔP, ΔBR and ΔTS are identified as
bold in the table. The average efficiency gains or losses across all testing sequences are listed at
the last line of the table.

As demonstrated in Table 2, Jiang’s mode decision method [5] achieves a close coding
performance to HM 10.0. For some sequences, it even outperforms all other methods in terms
of the reconstructed image’s PSNR. On average, the PSNR degradation and BR increase of
this method are 0.044 dB and 0.79 %, respectively. But, the coding time is only saved 24.06 %
which is the least of all the methods. The mode decision method presented in [19] saves about
29 % coding time, while the coding performance loss is some high. The average PSNR
degradation and BR increase of this method across all testing sequences with respect to HM
10.0 are 0.074 dB and 1.05 %, respectively. The proposed mode decision method Prop.-Mode
has a same average PSNR loss with Yang’s method while its BR increase is significant less.
This indicates the prediction mode filtering model proposed in this paper is more accurate than
those proposed in [5] and [19]. And since there are fewer prediction modes selected for RMD
and RDO, the proposed orientation gradient-based mode decision method is more efficient
where the time saving gain put the 5 % in parentheses. Moreover, as listed in the Table 2, the
proposed CU fast determination method Prop.-CU achieves the best reconstructed image
quality among all the testing methods, in which only 0.035 dB PSNR is lost with respect to
HM 10.0 with a BR increase of 0.83 % on average. And 42.20 % of the coding time is saved.
This demonstrates the effectiveness and efficiency of the proposed adaptive DTV threshold-
based CU determination model.

Compared with methods only applying the fast CU size determination or the fast
mode decision, two-stage algorithms integrating the CU splitting early termination and
mode filter generally save more coding time with some more RD performance loss.
Shen et al. [13] proposed an overall algorithm where the fast CU size determination
and fast mode decision are both employed. The Table 2 indicates that the overall
proposed in [13] reduces the coding time 36.72 % with 0.122 dB PSNR degradation
and 0.945 % BR increase with respect to HM 10.0. While based on the effective and
efficient CU splitting early termination and mode filter models, the proposed overall
algorithm Prop.-Overall saves 57.21 % coding time with only 0.079 dB and 0.88 %
BR increase with respect to HM 10.0. The main performance gain stems from the
proposed CU splitting termination strategy. Figure 6 shows the CU splitting results of
the second frame of the BlowingBubbles sequence in Class D using HM 10.0, Shen’s
algorithm [13] and the proposed DTV threshold-based method. We choose the second
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frame because of the first frame in the proposed method is the key frame. As seen in
Fig. 6, all three methods tend to larger block sizes in homogeneous areas while
smaller block sizes are used in regions with rich textures more often. However, our
CU splitting results are more consistent with HM 10.0 than [13]. Besides, most of
differences of the optimal depths between the proposed algorithm and HM 10.0 are
only 1, and no more than 2. So, the proposed method achieves a better RD
performance than Shen’s method.

For a more intuitive representation of the experimental results, Fig. 7 presents the
RD-curves and the encoding time comparison for the BQTerrace sequence in Class B
of Jiang’s method [5], Yan’ method [19], Shen’ method [13], Prop.-CU, Prop.-mode,
Prop-overall and HM 10.0. Figure 7a illustrates the detailed RD performance for all
testing methods under four QPs 22, 27, 32, and 37. It can be observed from Fig. 7a
that Prop.-CU and Prop.-Mode are the closest curves to that of HM 10.0. That is,
smaller RD performance loses are introduced by these two proposed methods than
other competitive algorithms. And as indicated in Fig. 7a, the proposed overall
algorithm achieves a competing RD performance too. The RD curve of it is above
those of Shen’s and Yang’s method. Figure 7b details the average coding time for per
frame of all the methods for the BQTerrace sequence under various QPs. As shown in
Fig. 7b, the proposed overall algorithm outperforms all the other methods a lot for all
four QPs. And Prop.-CU and Prop.-Mode also attain more time saving gains than
methods proposed by Jiang [5] and Yan [19]. Prop.-CU even needs almost less coding
time than the overall method proposed by Shen [13] under smaller QPs for this
sequence.

Fig. 6 CU splitting results on different fast CU size decisions with the BlowingBubbles sequence in the second
frame in Class D: a for HM 10.0, b for Shen’s algorithm [13], c for proposed CU size decision
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5 Conclusion

In this paper, we propose an adaptive DTV threshold-based CU size determination method and
an orientation gradient-based mode decision method and combine them as a two-stage
algorithm. In the CU splitting stage, we skip or early terminate some specific depth levels
according to the CU type classified by the DTV of the CU. Then, some unlikely prediction
modes are filtered before the RMD and RDO process based on the orientation gradients of the
prediction modes. The experimental results demonstrate that the proposed methods outperform
state-of-the-art fast CU size determination and mode decision algorithms. The two-stage
algorithm saves coding time up to 57.21 % on average with a negligible PSNR loss (about
0.079 dB) and BR increase (about 0.88 %) with respect to HM 10.0. In future research, we will
investigate the possibility of introducing the proposed CU side decision strategy into multi-
view video coding [10].
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