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Abstract Recent years have witnessed the rapid development and tremendous research
interests in healthcare domain. The health and medical knowledge can be acquired from
many sources, such as professional health providers, health community generated data
and textual descriptions of medicines. This paper explores the classification and ex-
traction of semantic relation between medical entities from the unstructured medicine
Chinese instructions. In this paper, three kinds of textual features are extracted from
medicine instruction according to the nature of natural language texts. And then, a
support vector machine based classification model is proposed to categorize the seman-
tic relations between medical entities into the corresponding semantic relation types.
Finally, the extraction algorithm is utilized to obtain the semantic relation triples. This
paper also visualizes the semantic relations between medical entities with relationship
graph for their future processing. The experimental results show that the approach
proposed in this paper is effective and efficient in the classification and extraction of
semantic relations between medical entities.
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1 Introduction

The healthcare domain has attracted many attentions in recent years, and health and medical
knowledge has been growing significantly. With the large-scale digitization of health and
medical media, several medical search engines have been emerged, such as PubMed' for
biomedical literatures, CISMeF? for French medical websites, the public medical search
engine Health On the Net® and the social platform for online seeking WenZher [13,15]. The
Natural Language Processing (NLP) applications have also been extended to healthcare
domain. For example, NLP theory and tools have been used to improve the information access
to the ever-burgeoning research literatures. Moreover, the NLP applications needs to support
genotype-meets-phenotype informatics and such support will undoubtedly include linkage to
the information held in individual medical records, including the structured and unstructured
textual portions.

In order to link medical entities, the extraction of semantic relation between these medical
entities is an intuitive and very important task in the health and medical field, and it can
provide the guarantee of medical event extraction, medical information retrieval, clinical
medication guidance, medicine recommendation, domain-specific Question Answering (QA)
and the other healthcare related applications. In healthcare domain, the extraction of semantic
relation is an emerging hot research topic in the field of medicine. The i2b2 [20] has even
designed a shared task on concepts, assertions, and relations.

In this paper, the medical entities denote the medical concepts, such as medicine, disease,
symptom and bacterium, and the semantic relation is the relationship between medical entities in
medicine instructions. Three types of semantic relations, i.e. MrD, BrD and DrH, have been
investigated in this paper. The MrD, BrD, and DrH denote the semantic relations between medicine
and disease (treatment), bacterium and disease (causing), and medicines (hyponym) respectively.
For instance, one kind of medicine can treat a disease, and we call this type of relationship between
the medicine and disease as “treatment”, which is abbreviated to “MrD” in this paper.

The sample illustrated in Example 1 is a typical antibacterial medicine instruction.
Compared to the other types of medical and clinical texts, the medicine instruction contains
long sentences with the dense medical entities, such as “J&¥%:”(infection) , “SZ* %
% ”(bronchitis), “fifi%”(pneumonia) and “JF}-&:”(erysipelas) in Example 1. Moreover, the
semantic relations between these medical entities also occur in this medicine instruction text,
such as the “MrD” between “viv 57 2288 /1 (Clarithromycin sustained-release tablet) and “/&
4> (infection).

Example 1% #8520 H & T3 508 8 2 HUK 0 SO E BT 5 DR IR g 1. R i ek
PSR MR A2, EIPIRIE G iR 28, S50 3. BT SR A 2RI e b RE IR G s
BHE, Bk, 5%, (Clarithromycin sustained-release tablet for
clarithromycin susceptible infections caused by microorganisms: 1. down respiratory
tract infections: such as bronchitis and pneumonia; 2. respiratory tract infections: such
as pharyngitis, sinusitis, etc.; 3. Skin and soft tissue of mild to moderate infections: such
as folliculitis, cellulitis, erysipelas.)

! http://www.pubmed.com

2 http:/Awww.chu-rouen. fr/cismef

3 http://www.healthonnet.org

4 The English versions for all the examples are obtained by the Google’ s translator.
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In this paper, a Support Vector Machine (SVM) based classification model is proposed to
categorize the semantic relations between medical entities into the corresponding semantic
relation types on the basis of three kinds of textual features extracted from medicine instruction
according to the nature of natural language text. And then, the extraction algorithm is utilized
to obtain the relationship triples from the medicine instructions.

After the semantic relations between medical entities extracted from medicine instructions,
this paper also visualizes the semantic relations motivated by the future relationship processing
based on the graph model. Figure 1 shows three relationship graphs for the medicines, “fif 73 %
F Wik (Azithromycin particles), “Fij#7%#; % 1k#” (Azithromycin capsules) and “GiR K KA 1
S (Etimicin sulfate injection).

We can find that the Fig. 1(1) and 1(2) are completely different to Fig. 1(3) but they are
isomorphic, and hence we can hold the conclusion that the corresponding medicines, ““Fi 73 % %
ki (Azithromycin particles) and “Fij#5#7 % iK% (Azithromycin capsules), can substitute each
other to some extent. In fact, “Wi# & % ki ”(Azithromycin particles) and “Fif #7457 % i
%" (Azithromycin capsules) contain the same active ingredient, i.e. Azithromycin.

The remainder of this paper is organized as follows. Section 2 reviews related work. Section
3 describes and overviews the classification model, extraction algorithm and visualization.
Section 4 then presents experimental results and discussions. Finally, Section 5 concludes the
paper and suggests the future work.

2 Related Work

The semantic relation extraction between medical entities is a hot research topic in recent
years, especially for Chinese corpus. At present, the corpus of medical entity relation extrac-
tion mainly includes Electronic Medical Records (EMRs), Electronic Health Records (EHRs)
and biomedical literatures. These medical discharge summaries and progress notes contain a
variety of medical entities and relations. The ability to recognize relations between medical
concepts, i.e. problems, treatments and tests, enables the automatic processing of clinical texts,
resulting in an improved quality of patient care. To address this important aspect of knowledge
mining from EMR, the i2b2 NLP Challenge [20] has taken a shared task of relation extraction
from EMRs into consideration. In this paper, we choose the medicine Chinese instructions as
the corpus.

Domain-independent relation extraction has been studied by a wide range of approaches
which can be classified into four categories, i.e. statistical approaches based on term frequency
and co-occurrence of specific terms [34], machine learning techniques [7,17], linguistic
approaches [1,2] with manually written extraction rules and hybrid approaches [19,28] which
combine two or more of the preceding ones. In healthcare domain, the same strategies can be
found but the specificities of the domain have also led to specialized methods.

Machine learning methods can be divided into several types, including supervised, semi-
supervised, weakly supervised, unsupervised and so on, and they can be used to solve the
classification problem [29]. Yan et al. [26] proposed the multi-task learning framework for
classifying the head poses of a person. Zhang et al. [32] accelerated the multi-view object
classification process by the fast multi-view segment graph kernel. Yan et al. [25] designed the
multi-task unsupervised clustering framework for the activity of daily living analysis. In
another paper [24], they recognized multi-view actions by a multi-task multi-class LDA
learning framework. The weakly supervised model focusing on learning the semantic
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(1) Azithromycin particles (2) Azithromycin capsules

(3) Etimicin sulfate injection

Fig. 1 Visualization samples of the semantic relation graphs. Here, the green, blue and pink nodes denote the
medicine, disease and bacterium respectively

association was put forward by Zhang et al. [30,33]. Yan et al. [27] detected the events in a
large-scale unconstrained internet video archive by a novel supervised multi-task p-norm
dictionary learning framework. Chang et al. [4] defined the notion of semantic saliency
assessing the relevance of each shot with the event of interest and proposed the nearly-
isotonic SVM classifier to discriminate the semantic ordering information. Zhang et al. [31]
used support vector machine to discriminate aerial image categories. The medical sematic
relation extraction can be regarded as one multi-class classification problem, so two machine
learning models, SVM and K-Nearest Neighbor (KNN), have been taken into consideration to
recognize semantic relation type of the sentences in medicine Chinese instructions.

Abacha et al. [1] presented the rule-based approach and platform MeTAE (Medical Texts
Annotation and Exploration) to annotate medical entities and semantic relations between
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medical entities. Rink et al. [17] extracted medical relations from clinical texts by SVM based
classifier, using several external knowledge resources. Embarek and Ferret [8] proposed an
approach to extract four kinds of relations, i.e. Detect, Treat, Sign and Cure, between five kinds
of medical entities. Wang et al. [22] mined the relationship between disease and symptom via
calculating the co-occurrence of the two medical entities from EMRs. Chen et al. [5] calculated
the co-occurrence of disease and drug entities to find out the relationship between the two
types of medical entities. Robert et al. [18] developed a clinical information extraction system
based on SVM to recognize the named medical entities relation in cancer patients’ narratives.
Quan et al. [16] presented an unsupervised method based on pattern clustering and sentence
parsing to deal with biomedical relation extraction. Wang et al. [23] summarized some of the
entity relation extraction technologies in clinical corpus. Nie et al. [12,14] presented the
scheme jointly utilizing local mining and global learning approaches to bridge the semantic
gaps among health seekers, providers and community generated knowledge. This paper
proposes the semantic relation extraction algorithm on the basis of the semantic relation type
classification model.

Data visualization is another classic topic, and the visualization is also an auxiliary measure
for relation or compound analysis, especially in biographical field. Claessen and van Wijk [6]
explored Flexible Linked Axes to give the user more freedom to define visualizations. Kamsu-
Foguem [9] used conceptual graph formalism to represent the clinical practice guidelines and
protocols. Maeda et al. [11] measured individuals’ 3D mental rotation ability by the Purdue
spatial visualization tests. Venkatesan and Mullai [21] created a component to present inte-
grated self-organized maps. Kolb et al. [10] put forward a stakeholder-centered approach for
modeling, changing and visualizing business processes. In this paper, the Gephi’ is selected to
visualize the semantic relations between medical entities extracted from the medicine
instructions.

3 Model Overview

The problem of semantic relation discovery can be cast as a multiclass classification problem
in this paper, and our model takes a pair of medical entities in medicine instruction into
consideration and decides which type of semantic relation exists between them. Our model to
classify and extract the semantic relation between medical entities consists of five modules, i.e.
data preprocessing, feature extraction, SVM classifier, semantic relation extraction and relation
visualization. The overview of our model is illustrated in Fig. 2.

3.1 Data preprocessing

Data preprocessing in our model mainly includes sentence segmentation, part-of-speech (POS)
tagging, medical entities tagging and anaphora resolution.

Partitioning long sentence just by punctuations is bound to result in the loss of semantic
information. In our model, the sentence segmentation divides the complex sentence in

5 http://gephi.github.io/
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Fig. 2 Model overview of the extraction and visualization for semantic relations between medical entities from
medicine instructions

medicine instruction into simple ones which retain relatively complete semantic information.
The sentence segmentation result for Example 1 is in following Fig. 3. We can find that some
phrases, e.g. “ NI &Y (down respiratory tract infections), have been repeated across the
simple sentences in Fig. 3 and this is necessary for the next processing and can ensure the
relative completeness of semantic information.

For POS tagging, the Stanford POS tagger® is adopted in our model. In addition, medical
entities, some verbs and colons are customized labeled. In order to solve the problem that
unknown or subject ellipsis in some simple sentences after sentence segmentation, anaphora
resolution is applied to linking medical entities which hold the anaphora relation. The sentence
contains “Z4f” (this product) just like Example 2, not referring to an explicit medicine, we
have to link this entity to its exact medicine, and hence the “7sf” denotes “VF: 5 ] Sk 0 7 % s
#1”(Cefamandole Nafate for Injection).

Example 2 48k @ 2 ... o ABMTEIRTT B- IR R B R T RS > T
R, (Cefamandole nafate for injection.... This product must be no less than 10 days in the
treatment of 3-hemolytic streptococcus infection.)

Our customized semantic tags for medical entities used in this paper and simple examples
are listed in Table 1. The instance in Example 3 below shows us the information of the
customized semantic tags in detail.

© http://nlp.stanford.edu/software/tagger.shtml
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Fig. 3 The sentence segmentation result for Example 1

Example 3 <DN>FWHE & Y</DN><MH>:</MH ><RT >1</RT><DN >34 % </
DN>, <DN>fifi%</DN>%, (<DN>down respiratory tract infections</DN><MH>: </
MH><RT>such as </RT><DN>bronchitis </DN>and<DN>pneumonia</DN>.)

In this paper, a preprocessed instruction can be expressed by the following Formula (1).

Instruction = {81,582, ..., Si, ..., 5, MN } (1)

Where MN denotes the name of the medicine and s; represents the i sentence in the

medicine instruction. And the i sentence can be represented as by Formula (2).

si={tin,ti, .- tin (2)

Where £, is the n” tag in the i sentence. The corresponding tag collection of the sentence

in Example 3 can be expressed as {DN,MH,RT,DN,DN}, called tag sequence of the sentence
in this paper.

3.2 Feature extraction

In this paper, three kinds of features, including medical entity class features, context features
and similarity features, extracted from each sentence of medicine instruction text, have been

Table 1 The medical entity types, semantic tags and simple examples

Entity types Tags Examples in Chinese Examples in English

Medicine MN <MIN> 3 R4 </MN> <DN>Cefprozil Tablets </DN>
Bacterium BN <BN>ii%ikiE</BN> <BN>Staphylococcus</BN>
Disease DN <DN>Jifi #¢</DN> <DN>Pneumonia</DN>
Symptom SN <SN>Ly%E</SN> <SN>Headache</SN>

Verb VT <VT> #y7</VT> <VT>treat</VT>

Relation trigger RT <RT> #i</RT> <RT>such as</RT>

Colon MH <MH>:</MH> <MH>:</MH>
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introduced into our model. For Example 2, we predict that this sentence contains the relation
DrH according to the three kinds of features.

(1) Medical entity class features
Medicine entities, bacterium entities, disease entities are manually labeled. We count
the number of every class of entities in each sentence to be medical entity class features.
If just one kind of medical entity is appeared, maybe no relation contains in the sentence.
The appearance of different medical kinds of entities relates to highly appearance of
relations.
(2) Context features
Context features capture characteristics of the text surrounding the medical entities
that may be arguments of a relation. The context features used by the relation extraction
algorithm in this paper are listed as follows.

CFI: This is a binary feature. TRUE means one medical entity being co-occurrence
with a certain indicator, e.g. verb or punctuation, and FALSE denotes no co-
occurrence appeared. For instance, the bacterium entities usually co-occur with verb
“caused” in Example 5, and the context feature is TRUE.
CF2: This is an indicator of whether a conjunction regular expression matches the
string of words of the sentence. This feature represents by the times that a conjunc-
tion regular expression matches.

The conjunction feature CF2 aims to detect when the entities are mentioned in a
medicine instruction through a conjunct, e.g. “such as”, “due to” and “treatment of”.

(3) Similarity features
The sentence structures of most medicine instructions are similar and we hold the
assumption that the sentences with similar structures contain the similar semantic
relations. We empirically summarize some linguistic rules according to the sentence
structure as follows. In fact, these linguistic rules are the basic sentences containing
typical relations. If a sentence is similar to one of linguistic rules, we can infer that this
sentence holds the same corresponding relation.

LR;: If the tag sequence of the sentence is {DN,,MH,RT,DN,,*}, the DN, is
hyponym of DN;.

The Example 3 can exactly match this linguistic rule LR, and “3Z5%
4 ”(bronchitis) and “Jiifi% ”(pneumonia) are hyponym of “ FIEI i & %4 (down respi-
ratory tract infections).
LRy: If the tag sequence of the sentence is {MN,MH,VT,DN}, the MN can VT (treat)
the DN.

Example 4 is the typical sentence which contains relation MrD with the tag
sequence {MN,MH,VT,DN}.

Example 4 <MN > il e 2 5 </ MN >3E M iE < MH>: </ MH>F 2 <VT>HF</VT>
<DN>REHER</DN>H<VT>iG7</VT>, (<MN>Metronidazole and glucose injec-
tion</MN>indications< MH>: </MH>mainly for<VT>treatment</VT>of<DN>anaerobic
infections</DN>.)

@ Springer
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LRj5: If the tag sequence of the sentence is {DN, BN, *,VT}, the BN can VT (cause) the DN.
Example 5 is the typical sentence which contains relation BrD with the tag sequence
{DN,BN,*,VT}.

Example 5 <DN>J§f5i% </DN>, 1T <BN > K45 W</ BN > < BN > 41 5 B </BN > <
VT>5lile</VT>[¥), (<DN>Peritonitis</DN>due to<BN>Escherichia coli</BN>and<
BN>Enterobacter</BN><VT>caused</VT>.)

SFI: This feature considers how many the common tags existing in sentence 7'and the i
linguistic rule. We use this feature because the more of the same tags, the higher similarity
between them. This feature is calculated by the following Formula (3).

|Words(T)NWords(LR;)|
|Words(T)uWords(LR;)|

(3)

Woverlap =

Where Words(T) expresses the set of the tags in sentence T.
SF2: This feature considers length difference between sentence T and the i linguistic
rule. This feature is calculated according to the following Formula (4).

LS(T,LR;) = |Len(T)~Len(LR,)| (4)

This feature fits the intuition that the short sentence may not contain any relations, and
the long sentence may imply more than one occurrence of semantic relation.
SF3: The longest common subsequence (LCS) is to find the longest subsequence
common to all sequences in a set of sequences. This feature is calculated by the following
Formula (5).

Len(LCS(T,LR;))
min(Len(T), Len(LR;))

SimLCg =

(5)

Where LCS (T, LR;) refers to the longest common subsequence between sentence 7and
the " linguistic rule.

Within the similarity feature used, any components corresponding to one of the
relation arguments can be measured. The high similarity to a linguistic rule indicates
the high relation similarity.

3.3 SVM classifier

Our model will train the classifier based on SVM using the training medicine instruction texts
according to the feature vector, after extracting the features. And then, the classification model
can be applied to the testing medicine instruction texts to predict the class of semantic relation
they should belong to.

@ Springer
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SVM is a set of related supervised machine learning methods that analyze data and
recognize patterns in statistics and computer science, and can be used for classification analysis
[31,32]. Using a set of training examples, an SVM training algorithm will build a classification
model, which can assign new examples from the testing data set into one of two specified
categories. The SVM model is a representation of the example data points in space, and the
examples of the separate categories are divided by a clear gap as wide as possible. New testing
examples are then mapped into that same space and predicted to belong to a category based on
which side of the gap they fall in.

In fact, an SVM constructs a hyperplane in a data point space, which can be used for
classification, regression, or other tasks. Intuitively, a good separation is achieved by the
hyperplane with the largest distance to the nearest training data point of any class, since in
general the larger the margin and the lower the generalization error of the classifier.

For the nonlinear classification problem, we need to use a kernel function transforming the
input data points to a higher dimensional space. Thus the classifier is a hyperplane in the high-
dimensional feature space, and it may be nonlinear in the original input space. The usual
kernels include polynomial function, Gaussian radial basis function (RBF), sigmoid function,
and so on. In this paper, we select the Gaussian RBF kernel function to transform the medicine
instruction feature vector and the RBF function is defined as following Formula (6).

K (xi,x;) = exp(—|ximx]]), >0 (6)

However, the SVM model mentioned above is the binary classifier, and we need a
multiclass SVM model to classify the sentence holding semantic relation between medical
entities in medicine instruction text into one of seven classes, i.e. MrD, DrH, BrD, MrD+DrH,
Mrd+BrD, DrH+BrD and None. The general approach for the multiclass classification
problem is to reduce it into multiple binary classification problems and the common methods
for such reduction include one-versus-rest and one-versus-one. We adopt the one-versus-one in
which the classification is done by a max-wins voting strategy in our steel strip surface defects
classification. If & is the number of classes, then k(k—1)/2 classifiers are constructed and each
one trains data from each two classes. For training data from the i and the j™ classes, we solve
it as the binary classification problem.

So, for the three classes of the semantic relations, we need to train 21 different binary
classifiers by combining one with another. In the prediction phase, every classifier will assigns
the testing sentence of medicine instruction text to one of the two classes according to the
classifier, then the vote for the assigned class is increased by one vote, and finally the class
with the most votes determines the class which the testing sentence of medicine instruction text
belongs to. The classification result can predicate which type semantic relation contains in
each sentence and the corresponding classification result for a medicine instruction text can be
expressed by the following Formula (7).

Classification = {c1,¢2, ..., Ciy ..., 1} (7)

Where ¢; represents the classified class of the sentence s;.
3.4 Semantic relation extraction algorithm

The medical entity relation extraction algorithm is used to exactly extract the semantic relation
triple from the sentence, which has been classified into one of the seven classes of the semantic

@ Springer



Multimed Tools Appl (2017) 76:10555-10573 10565

relation between medical entities by the classification model mentioned above, of the medicine
instruction text. The algorithm is described in detail as follows.

Semantic relation extraction algorithm

Input: Preprocessed sentence s; and MV,

Classification result c¢;;

Ooutput: R={r|,1y,...,In};

1l: R={}, N=1;// Initialization

2: DNList={}, GNList={};//save disease and bacterium
respectively

3: for i =1 to t do:
: if (¢; contains MrD)
: find (t;); //Find the relation trigger or verb
: ry= (MN MrD t;); R=RUry; N=N+1;
: else if (¢;contains DrH )
: find (t;); //Find the relation trigger or verb
: for p=1to jdo
for g=j+1 to Tdo
if (t; is DN and t;, is DN )
ry=(tp DrH t;;) ; R=RUry; N=N+1;
end if
end for
end for

16: else if (c¢; contains BrD )

17: for m=1 to T'do

18: if (t;, is DN )

19: DNList=DNLiStuUt;,;

20: else if (t;, is BN)

21: GNList=GNListuUt;,;

22: endif

23: end for

24: for BNitem in BNList do // BNitem is the item of BNList

25: for DNitem in DNList do // DNitem is the item of DNList

26: ry=(GNitem BrD DNitem); R=RUry; N=N+1;

27: end for

28: end for

29: end if

30: end for

The ¢; in the algorithm above is the classification result corresponding to s;. The ry
represents the N relation between a pair of medical entities in the medicine instruction and
ry can be represented as the semantic triple (entity, relation entity,) in this paper. We hold the
assumption that a typical medical entity pair is only associated with a typical semantic relation.
When the ¢;, s; and MN are input into the algorithm, the algorithm will judge the type of
sematic relation according to ¢;, then output the semantic triples through different strategies.
For the given sentence in Example 3, the classification result of it is DrH, so there are three
possible entity pairs, i.e. (FIRPIIERYL, SVER), (FPRGERYE, tR) and CUER, ItiR),
we can extract two semantic relation triples, i.e. (FIPUGEEY, DrH, s2 % %) and (R E &
%, DrH, Jii %) using the semantic relation extraction algorithm mentioned above.

H = = WO 00 J o0 U b
N = O
e es es  ee

el
[S,
.
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3.5 Relation visualization

In order to further process and understand easily, the relationship graph is chosen to represent
the semantic relations between medical entities extracted from medicine Chinese instructions.
We tried two kinds of graph formats, GML (Geography Markup Language)’ and JSON
(JavaScript Object Notatio)®, and two models, Gephi and ECharts’, to implement the relation
visualization. In fact, the GML and JSON are for Gephi and ECharts respectively in this paper.
In the graph models, a medical entity is represented as a node and the semantic relation
between medical entities is drawn to be the directed edge, with the attached attributes.

The graph model is the foundation of the graph analysis and the suitable one will provide
much more convince and efficient. The relationship graph using GML performs perfect in
Gephi and ECharts also do well in expression to each instruction. However, ECharts is not so
efficient on large-scale data. In this paper, we select ECharts for the individual medicine
instruction and Gephi is for all the medicine instructions in the corpus.

4 Experiments
4.1 Experiment background

All the medicine instructions were gathered from the Chinese medical websites'® by Web
crawler and 150 Chinese antibacterial medicine instructions have been randomly selected as
the corpus in this paper.

For labeling work, all the verbs can be easily labeled by the Stanford POS tagger, however
the medical entities are terminologies and unable to be automatically tagged. In order to obtain
the ground truth, three annotators were asked to label the medical entities and semantic
relations in the corpus. Each medicine instruction was labeled by the different annotators
respectively and the ground truth would be inferred by majority.

The statistical information about the medical entities of all the corpus labeled shows in
Fig. 4. According to Fig. 4, we can figure out that there are many medical entities in each
medicine instruction text, especially the disease entities even with the highest occurrence up to
1939. Moreover, the average of occurrence of medical entities is up to 18.91 in each medicine
instruction text. Compared to the frequency, occurrence is relatively smaller because some
entities appear more than once. We can find that the medicine instruction contains dense
medical entities and it is one of the most prominent characteristic of the corpus as well.
Symptom entities are ignored in this paper because of their low frequency.

In the experiments, the corpus is divided into two sets, one for training and another for
testing. For the multiclass classification model, 100 medicine instructions from training set are
segmented into 638 sentences, while the testing set contains 297 sentences derived from 50
medicine instructions. The total number of medical entities is 3894 in all 935 sentences, and
the average number of medical entities is 4.165 in each sentence.

7 http://www.opengeospatial org/standards/gml/

8 hitp://www.json.org/

% http://echarts.baidu.com/

19 http:/Awww.j 1.com/http:/top.chinaz.com/site_www.yiwang.cn.html
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Fig. 4 The statistical information of medical entities in the corpus. The tagged medical entities include medicine,
disease, bacterium and symptom in the corpus

4.2 Experimental results

We adopt the “one-versus-one” approach to implement the multiclass classification and use
LIBSVM' tool to complete this task [3]. We need to train totally 21 different binary classifiers
according to the seven kinds of semantic relations probably existing in each sentence of medicine
instruction. To train SVM model, we must specify some parameters for the selected Gaussian
RBF function, especially the penalty parameter C and the kernel radius ~. After the training phase,
the optimal parameters values of C and ~ for our classification model are 0.1 and 0.6 respectively.

For comparison, we applied another model based on KNN using the same features to SVM
model. We make the experiments with different K values according to the F-Scores, and the best
F-Score will be obtained when the value of K is 4. The experimental results with KNN model are
shown in Table 2.

The classification results of the two models are illustrated in Table 2. Besides the six types
of semantic relation existing in the sentences of medicine instruction, the type with label
“None” means there does not hold any type of semantic relation in the sentence.

From Table 2, we can find that the experimental result with SVM is better than that of KNN
on average, and the F-Score of SVM is 1.5 % higher than that of KNN. Meanwhile, the
precision and recall of KNN are both lower 10 % than those of SVM referring to the semantic
relation type “MrD+BrD”. The recalls with SVM and KNN about BrD are only 65.1 and
58.6 % respectively, and much worse than the others, which means that the BrD type of
semantic relation has been misclassified into the other types. After checking all the wrong
predicated sentences, we figured out that the BrD type of semantic relation usually mixes with
the other types of semantic relation, and as a consequence, the classification model for the BrD
type of semantic relation has not been adequately trained.

After the classification of the sentences, according to the types of semantic relations
existing in them, of medicine instructions, we can obtain the semantic relation triples by the
semantic relation extraction algorithm on the basis of the classification results. In fact, there is a
positive correlation between the semantic relation classification and extraction. The results of
SVM are better than those of KNN, so only the types of sematic relation, predicted by SVM
model, have been used in the next semantic extraction algorithm. Figure 5 shows the statistical

' http://www.csie.ntu.edu.tw/~cjlin/libsvim/
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Table 2 The classification results

for semantic relation types with Models ~ Semantic relation types ~ Precision ~ Recall ~ F-Score
SVM and KNN within sentence
SVM DrH 0.846 0.903  0.873
MrD 0.882 0.84 0.861
BrD 0.759 0.651  0.701
DrH+BrD 0.801 0.898  0.847
MrD+BrD 0.793 0.772  0.782
None 0.969 0.839 0.9
Average 0.845 0.842 0.843
KNN DrH 0.814 0.934  0.870
MrD 0.873 0.885  0.879
BrD 0.586 0.772  0.667
DrH+BrD 0.909 0.795  0.848
MrD+BrD 0.609 0.636  0.622
None 1 0.704  0.826
Average 0.828 0.826 0.827

information of the semantic relation triples extracted from the medicine instructions, and the
experimental results of the semantic relation extraction algorithm are listed in Table 3.

Our semantic relation extraction algorithm achieves an average F-Score up to the acceptable
value, 74.2 %, for this relatively difficult issue. The recalls for “DrH” and “BrD” are pretty
good, around 90 %. Meanwhile, our algorithm achieves high precision but low recall for the
MrD semantic relation, and the precision for MrD is 93.6 %, while the recall is only 53.7 %.
The reason why the highest and lowest metrics appear together is that our extraction algorithm
does not take the negative words in the sentences into account. When a sentence contains the
negative word like “A~F ”(not suitable for), all the semantic relation triples extracted from this
sentence should hold the opposite semantic meanings, but these types of semantic relations did
not manually label in the ground truth. In Example 5, the semantic relation triple (“Z4 /& MrD

1200 1100
1039

1000

793
800

600 548

507

399 358

400 314 294

218

152 141

200

0

DrH MrD BrD

eRT ¥ aRT “ mRT

Fig. 5 The statistical information of semantic relation triples in testing corpus. eRT, aRT and mRT denote the
exactly extracted accurate relation triples, all extracted relation triples and all manually labeled relation triples
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Table 3 Experimental results of

semantic relation extraction with Semantic relation triples Precision Recall F-Score

SVM model and semantic relation

extraction algorithm DrH 0.647 0.928 0.762
MrD 0.936 0.537 0.682
BrD 0.706 0.897 0.790
Average 0.763 0.721 0.742

“HRR I RS EY”) was extracted by the algorithm, but this semantic relation triple was not
in the ground truth because of the negative word “A~.”(not suitable for).

Example 5 <MN>F#</MN>ARH<VT>HT</VT><DN>H X i & R 40 &Y</
DN>.(<MN>This product</MN>is<VT>not suitable for </V'T><DN>central nervous sys-
tem infections </DN>.)

To express the semantic relations in a more visual way, we created the semantic relationship
graph for each medicine instruction. Figure 6 shows the semantic relationship graph for the
medicine “#E%S L2525 /4 (Terbinafine hydrochloride tablets), drawn with Gephi.

The visualization results of semantic relationship graphs for the training and testing sets
have been shown in the following Fig. 7(1) and 7(2). The semantic relationship graph in
Fig. 7(1) shows us all the semantic relations between medical entities from 100 medicine
instructions in training set and Fig. 7(2) has visualized all the semantic relations between
medical entities from fifty medicine instructions in testing set.

‘ Medicine ——F» MrD

. Bacterium ~ ————» DrH

' Disease

—» BrD

Terbinafine h ochloride tablets

Fig. 6 The semantic relationship graph for the medicine “Terbinafine hydrochloride tablets”
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(1 2)

Fig. 7 The visualization results of semantic relationship graphs for training and testing sets

5 Conclusion and future work

In this paper, we firstly investigated on the SVM-based model to classify the types of the
sentences, holding the semantic relation between medical entities, in the medicine Chinese
instructions using three kinds of features. And then, we extracted the semantic relations
between medical entities from medicine Chinese instructions according to the classification
results. In the end, the extracted semantic relations were visualized by relationship graph for
the future graph-based semantic model. The experiment results show that our model is
effective and efficient on the classification, extraction and visualization of the semantic
relations between medical entities, especially for the medicine Chinese instructions.

In the future, we will improve our classification model based on linguistic phenomena
analysis of Chinese, since the medicine instructions are in Chinese. Meanwhile, we will also
try new methods to extract the semantic relation between medical entities, such as semi-
supervised and weakly-supervised. On the other hand, more types of semantic relations
between medical entities will be involved in our classification and extraction model.
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