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Abstract Nowadays, sparse representation classification (SRC) has been widely applied in
various computer vision areas such as face recognition. However, few researchers have applied
SRC in static hand gesture recognition. In our paper, we propose to employ saliency based
feature and sparse representation for hand gesture recognition and make in-depth researches in
sparsity term parameter and sparse coefficient computation. In addition, literatures show that
SRC can not deal with non-linear features well and may produce bad recognition results, so we
propose to employ histogram intersection kernel function to map the original features into
kernel feature space and use sparse representation classification in the kernel feature space.
Furthermore, we compare SR with Support Vector Machine (SVM), Artificial Neural Net-
works (ANN), Bayesian Network (BN) and Decision Tree (DT). At last, experimental results
show that the recognition rate obtained using l1ls_featuresign algorithm has a higher recog-
nition rate than that of l1_ls algorithm and Sparse Representation outperforms all other
classifiers compared. In addition, the performance comparison on different kernel functions
and different features is also conducted. The average recognition rate of saliency based feature
on histogram intersection kernel is 98.91 %, indicating the effectiveness of the proposed
saliency based feature and the histogram intersection kernel.
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1 Introduction

Hand gesture recognition has wide applications such as human-computer interaction, virtual
reality, sign language recognition, distance education, rehabilitation training. So far extensive
researches have been conducted and a variety of classification approaches have emerged for
hand gesture recognition, such as Support Vector Machine (SVM) [3, 19], Artificial Neural
Network (ANN) [16], Bayesian Network (BN) [17], Decision Tree (DT) [6], Nearest Neighbor
(NN), Template Matching (TM) [22], Discriminative Ferns Ensemble (DFE) [11], Classifica-
tion via Regression (CR). For example, Wang et al. proposed to extract LBP feature of 2D
patch in the disparity cost map and employed SVM for recognition [19]. Kaoning et al.
proposed multi-scale topological features for hand gesture presentation, comparison of which
against Modified Census Transform (MCT) [7] and Histogram of Oriented Gradient (HOG)
[15] features on three different classifiers such as Decision Tree, Bayesian Network and
Classification via Regression [6] was conducted. Keskin proposed a novel Random Decision
Forest based hand shape classifier and then used it in a novel multi-layered RDF framework
for articulated hand pose estimation [8].

In recent years, sparse representation is widely used in many computer vision areas
including image compression and denoising [1], face recognition [20, 24], video-based action
classification [13] and so on. For instance, in [20], impressive results were obtained in face
recognition by using sparse representation classification and showed that occlusion and
corruption could be tackled in sparse representation classification framework. In [16], Meng
et al. proposed a robust sparse coding (RSC) by modeling sparse coding as a sparsity-
constrained robust regression problem for face recognition and extensive experiments dem-
onstrated that the RSC scheme was much more effective than state-of-the-arts. However, only
a few efforts have been made to apply this technique in hand gesture recognition. Stergios et al.
proposed a sparse representation-based dynamic hand gesture recognition approach, in which
hand coordinates at each frame were utilized as features, however, conventional OMP and BP
method was employed to obtain sparse coefficients [14]. In addition, Zhou et al. and Xu et al.
also proposed to use sparse representation for dynamic gesture recognition [21, 26]. However,
those earlier methods all solved for dynamic gesture recognition and used sparse representation
for recognition in straightforward ways without in-depth researches in sparse coding methods
of sparse representation. Considering the advantages of sparse representation method and its
wide applications especially the dynamic hand gesture recognition, we explore its potential in
static hand gesture recognition. In this paper, we transform the optimization problem of
coefficient learning in sparse representation into L1-regularized least squares problem and
then employ the feature-sign search algorithm proposed in efficient sparse coding to solve L1-
regularized least squares problem.

Most hand gesture recognition methods utilize features such as local binary pattern,
gradient, motion, surf, coordinates and geometric features for recognition. However,
saliency has the ability to remove complex background and uniformly highlight objects,
suggesting an effective method to characterize hand gestures. Hence we propose to
apply saliency based feature in recognition. In addition, literature [5, 25] shows that the
use of the original feature space in sparse representation may not produce good results
under certain circumstances. Therefore, inspired by the nonlinear generalization ability
of kernel function, we propose histogram intersection kernel function based sparse
representation in our hand gesture recognition and different kernel functions are com-
pared in experiments.
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2 Saliency based feature construction

Saliency, which describes the degree of stimulation of each pixel to human eyes, is computed
through imitating visual attention mechanism of human vision system and fusing different low
level features and high level priors. Saliency maps obtained at detection stage can be used as
an effective feature to represent hand gesture, hence we propose to use it in our hand gesture
recognition study.

In our paper, we employ two approaches to construct saliency feature. One method is to
resize the M×N saliency map into m×n and transform it to a d-dimensional vector (d=m*n<
M*N), while the other method is to construct a block radial histogram based saliency feature,
namely saliency histogram feature.

We borrow the block radial histogram idea from literature [18] and adapt it to construct
block radial histogram based saliency feature for hand gesture recognition. The details are as
follows:

Step 1: Compute the saliency using the proposed multi-scale global regional contrast method
[23].

Step 2: Divide the normalization window into 2×2 sub-windows.
Step 3: Divide each sub-window into 18 sector zones, each accounting for 20°.
Step 4: Sum all the saliency values in each sector zone and 18-dimensional feature vector is

formed. At last, feature vectors from 4 sub-windows are connected into a 4×18=72
dimension feature vector.

Fig. 1 Five different kinds of static gestures

Table 1 Hand gesture recognition rate based on l1_ls and l1ls_featuresign algorithm

Extracted feature Saliency Surf gra lbp

Gesture 1 l1_ls 97.00 % 94.50 % 84.00 % 77.00 %

l1ls_fs 99.00 % 97.50 % 92.00 % 85.50 %

Gesture 2 l1_ls 95.50 % 97.00 % 91.00 % 86.50 %

l1ls_fs 96.50 % 99.50 % 97.50 % 88.00 %

Gesture 3 l1_ls 99.50 % 98.00 % 99.50 % 99.00 %

l1ls_fs 99.00 % 99.50 % 99.50 % 99.00 %

Gesture 4 l1_ls 95.50 % 65.50 % 88.50 % 77.00 %

l1ls_fs 94.50 % 85.50 % 90.00 % 78.50 %

Gesture 5 l1_ls 98.50 % 96.50 % 99.00 % 99.00 %

l1ls_fs 98.50 % 99.00 % 97.50 % 99.00 %

Average l1_ls 97.20 % 90.30 % 92.40 % 87.70 %

l1ls_fs 97.50 % 96.20 % 95.30 % 90.10 %
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3 Sparse representation model

The basic idea of sparse representation is to represent an image of unknown hand gesture label
using different types of hand gesture images with known hand gesture labels. By minimize the
reconstruction error, the unknown hand gesture could be labeled accordingly. The details are as
follows.

3.1 The theory of sparse representation [20]

Supposing there are n images in the training set, which correspond to K types of hand gestures.
The feature vector of each image in the training set is v∈Rm, the number of images belonging
to the i-th class is ni, where i=1,2,…,K. Construct a matrix Ai ¼ vi;1; vi;2;…; vi;ni

� �
∈Rm�ni

using ni images corresponding to the i-th class. Each column of Ai corresponds to each hand
gesture image in the i-th class. Supposing the training samples of the i-th class are sufficient

Ai ¼ vi;1; vi;2;…; vi;ni
� �

∈Rm�ni ,any sample y∈Rm from the same class will approximately lie
in the linear span of the training samples associated with the i-th class, namely

y ¼ αi;1vi;1 þ αi;2vi;2 þ…þ αi;ni vi;ni ð1Þ
where αi,j∈ℝ, j=1,2,…,ni

Since the membership i of the test sample is initially unknown, we define a new matrix A
for the training samples associated with all the classes as the concatenation of n training
samples of all K classes:

A ¼ A1;A2;…;AK½ � ¼ v1;1; v1;2;…v1;n1 ;…; vi;1; vi;2;…; vi;ni ;…; vK;1; vK;2;…; vK;nK
� � ð2Þ

Table 2 Effect of different values on recognition rate

10−4 10−3 10−2 0.1 0.2 0.3 0.4 0

Gesture 1 70 % 80.5 % 83 % 92 % 92 % 90 % 86.5 % 33.5 %

Gesture 2 75 % 83.5 % 92 % 96.5 % 98 % 99.5 % 99 % 46 %

Gesture 3 98 % 99.5 % 99 % 100 % 98 % 95.5 % 96.5 % 98.5 %

Gesture 4 75 % 85 % 93.5 % 91.5 % 88.5 % 83 % 85 % 28.5 %

Gesture 5 99.5 % 97.5 % 99 % 100 % 99 % 100 % 100 % 99 %

Table 3 Recognition rates based on sparse representation and other classifiers

Extracted feature Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5 Average

SR 99 % 96.5 % 99 % 94.5 % 98.5 % 97.5 %

SVM 92 % 87.5 % 94.5 % 90 % 90.5 % 90.9 %

ANN 74.5 % 76.5 % 86 % 79.5 % 96.5 % 82.6 %

BN 84.5 % 85 % 88 % 89.5 % 85 % 86.4 %

DT 79.5 % 84 % 93.5 % 81.5 % 94 % 86.5 %
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where n1+n2+…+nK=n. Therefore, the linear representation of y can be rewritten in terms of
all the training samples as

y ¼ Ax0∈ℝm ð3Þ
where x0 ¼ 0;…; 0;αi;1;αi;2;…;αi;ni ; 0; :::0

� �
T∈ℝn, which is a coefficient vector, only the

entries corresponding to the i-th class is nonzero and other entries are all zero.
Therefore, the entries of vector x0 encode the class which the test sample y attributes to. To

obtain it, it needs to solve the linear system of equations.
In the process of linear representation, there usually exists representation error unless the

database contains the test image. To solve this problem, we introduce the error limitation, for
instance, ‖e‖2<ε.

y ¼ Axþ e ð4Þ
The number of images in the database are generally much larger than the dimension of

feature vector (n≫m), so the above equations are an underdetermined system of equations. The
underdetermined system of equations is an ill-posed problem, which can not directly obtain x
from y. The direct solution is to achieve x through solving l0 -norm minimization problem, l0 -
norm representing the number of nonzero entries in vector x.

min xk k0 s:t: y ¼ Ax ð5Þ
l0 -norm minimization problem belongs to the non-deterministic polynomial time complex-

ity problem. According to the proof in the paper [4]: if y∈Rm is represented by the basis in A
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Fig. 2 Recognition rates comparison among different features based on PK (left) and IDK (right)
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Fig. 3 Recognition rates comparison among different features based on ISDK (left) and eHIK (right)
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and yk k 0 <
ffiffiffi
2

p
−0:5

� �
=ρ (ρ represents the strength of correlation among basis in A), the

solution of l1 -norm minimization problem can be equivalent to the solution of l0 -norm
minimization problem. Therefore, it can be converted to solve the following l1 -norm mini-
mization problem:

min xk k1 s:t: y ¼ Ax ð6Þ
l1 -norm minimization problem is a convex optimization problem and can be solved by

mathematics [2]. A lot of researchers in recent years solve the optimization problem through
obtaining the approximate solution, which is restricted to a certain error conditions

min xk k1 s:t: y−Axk k 2
2≤ε ð7Þ

3.2 Sparse representation-based hand gesture recognition

In this paper, we employ the feature-sign search algorithm for solving the above l1 -norm
minimization problem [12] and obtain the sparse representation vector of the test sample.

Now the sparse representation vector of the test sample is available, and then we conduct
sparse representation-based hand gesture recognition using the obtained sparse representation
vector. The detail algorithm is as follows:

(1). Input: Matrix A=[A1,A2,…,AK]∈ℝm×n obtained using all the training samples, test
sample y∈ℝm, (Allowable errors ε>0).

(2). Normalize each column of A using l2 -norm.
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Fig. 4 Recognition rates comparison among different features based on GK (left) and EK (right)
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Fig. 5 Recognition rates comparison among different features based on HIK (left) and LK (right)
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(3). To solve l1 -norm minimization problem:

x̂1 ¼ argminx xk k1 s:t: y−Axk k 2

2
≤ε

(4). Compute residual ri yð Þ ¼ y−Aδi x̂1ð Þk k 2, where i=1,2,…,K, δi x̂1ð Þ represent a vector
which is formed by setting the entries in x̂1 which correspond to samples, not belonging
to the i-th class, to zero.

(5). Output:if argminiri(y) exceeds a certain threshold e, it is considered that hand gesture y is
an unknown gesture. Then add hand gesture y with a certain amount number of samples
to the training set A and retrain using the new training set. Otherwise the class hand
gesture y belongs to is argminiri(y).

4 Histogram intersection kernel function based sparse representation

From the view of l1 -minimization algorithm, the atoms associated with different classes in
dictionary must be distinguishable or separable. However, in practice, the atoms obtained in
the original feature space may overlap with each other, which consequently produces poor
classification results [26]. Because sparse representation employs unit l2 -norm to normalize
training samples and uses the normalized training samples as dictionary atoms, which causes l1

Table 4 Hand gesture recognition rates of different kernel functions and different hand gestures based on
saliency feature

Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5 Average

PK 97.50 % 99.00 % 100.00 % 95.85 % 98.00 % 98.07 %

IDK 99.90 % 66.60 % 76.75 % 63.80 % 84.60 % 78.33 %

ISDK 99.85 % 86.20 % 88.90 % 86.30 % 89.35 % 90.12 %

eHIK 99.40 % 97.35 % 98.10 % 97.10 % 99.95 % 98.38 %

GK 98.65 % 89.10 % 89.10 % 87.30 % 89.55 % 90.74 %

EK 99.55 % 87.75 % 89.55 % 86.85 % 89.55 % 90.65 %

HIK 99.50 % 98.15 % 99.00 % 97.25 % 100.00 % 98.78 %

LK 99.85 % 88.60 % 88.75 % 85.65 % 90.00 % 90.57 %

Table 5 Hand gesture recognition rates of different kernel functions and different hand gestures based on
saliency histogram feature

Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5 Average

PK 98.50 % 99.00 % 100.00 % 95.40 % 99.50 % 98.48 %

IDK 99.35 % 73.80 % 82.75 % 71.80 % 87.15 % 82.97 %

ISDK 98.95 % 89.25 % 89.20 % 86.60 % 89.55 % 90.71 %

eHIK 99.50 % 99.95 % 99.50 % 97.90 % 99.50 % 99.27 %

GK 99.55 % 88.20 % 87.75 % 85.50 % 89.55 % 90.11 %

EK 99.10 % 87.30 % 89.10 % 82.80 % 89.55 % 89.57 %

HIK 99.50 % 98.65 % 100.00 % 97.00 % 100.00 % 99.03 %

LK 99.45 % 89.10 % 90.00 % 87.15 % 90.00 % 91.14 %
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-minimization algorithm confusion in selecting the true atoms. In addition, sparse representa-
tion cannot solve non-linear features well. Kernels are widely used in machine learning and
can transform nonlinear problems into linear problems. Therefore, inspired by the nonlinear
generalization ability of kernel function, we employ kernel sparse representation in hand
gesture recognition.

Kernel sparse representation [5] is a process to map the original feature space into a high
dimensional feature space and conducts sparse representation in high dimensional feature space.
Supposing there exists kernel function k(.,.), which deduced by φ:ℝm→ℝd, where m≪d, k(ui,
uj)=φ(ui)⋅φ(uj) represents the nonlinear similarity between vector ui∈Rm and vector uj∈Rm, the
function maps the input feature y∈Rm and basis A∈Rm×n into high dimensional feature space:

y∈Rm →
φ
φ yð Þ∈Rd ð8Þ

A ¼ v1;1; v1;2;…v1;n1 ;…; vK;1; vK;2;…; vK;nK
� �

→
φ
Φ

¼ φ v1;1
� �

;φ v1;2
� �

;…φ v1;n1
� �

;…;φ vK;1
� �

;φ vK;2
� �

;…;φ vK;nK
� �� � ð9Þ

where n1+n2+…+nK=n, Φ∈Rd×n

For the convenience of description, here we rewrite the above formulation as:

A ¼ u1; u2; u3;…un½ �→φ Φ ¼ φ u1ð Þ;φ u2ð Þ;φ u3ð Þ;…φ unð Þ½ � ð10Þ
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Fig. 6 Recognition rates comparison among different kernel functions on gradient (left) and gradient histogram
feature (right)
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(right)
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Therefore, we can obtain kernel sparse representation model as follows:

min xk k1 s:t: φ yð Þ−Φxk k22 ≤ε ð11Þ
Through introducing Lagrange multiplier λ, formulation (11) can be transformed as

follows:

min
x

λ xk k1 þ φ yð Þ−Φxk k22 ð12Þ

where parameter λ is a weight to balance the sparsity and the reconstruction error.
Assume KAA is a n×n matrix, where (i, j) entry KAA(i,j)=k(ui,uj), KAy is a n dimension

vector, where the i-th entry KAy(i)=k(ui,y), so above formulation can be rewritten as:

min
A;x

λ xk k1 þ k y; yð Þ þ xTKAAx−2xTKAy ð13Þ

Set L(x)=k(y,y)+xTKAAx−2xTKAy. The method for solving the above formulation is the
same as solving the common sparse representation model, except that the definitions of KAA

and KAy are different, which can be defined using any kernel functions. When linear kernel
function is used in kernel sparse representation, namely KAA=A

TA and KAy=A
Ty, then kernel

sparse representation is transformed into sparse representation.
In our paper, we employ histogram intersection kernel function to compute KAA and KAy.

Here we fix codebook A, so we can optimize sparse coding using the proposed kernel based
version of feature-sign search algorithm [5]. The details are as follows:
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Fig. 8 Recognition rates comparison among different kernel functions on surf (left) and surf histogram feature
(right)
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Input: Codebook A, input feature y and the weight of sparsity term λ.
Output: Kernel sparse code x.

Step 1 Initialize x ¼ 0
!
, θ ¼ 0

!
, activeset={}, where θi∈{−1,0,−1} is the sign of the i-th

entry xi of vector x.
Step 2: Compute the followings using histogram intersection kernel function.

L xð Þ ¼ k y; yð Þ þ xTKAAx−2xTKAy;

Lx ¼ ∂L xð Þ
∂x

¼ 2 KAAx−KAy

� �

Lxx ¼ ∂2L xð Þ
∂x2

¼ 2KAA

Step 3: From zero coefficients of x, select k=argmaxi|Lx
i |.

If Lx
k>λ, then θk=−1, activeset={k}∪activeset.

If Lx
k<−λ, then θk=1, activeset={k}∪activeset.

Step 4: Feature-sign step

Step 4.1: Let Â and L̂xx be sub-matrix of A and Lxx which contain only the columns

corresponding to activeset, let x̂, K̂Ay and θ̂ be sub-vectors of x, KAy and θ
corresponding to activeset.

Step 4.2: Obtain the solution of the resulting unconstrained QP: minx̂L x̂ð Þ þλθ̂
T
x̂, the

solution is:

x̂new ¼ L̂xx
� �−1

2K̂Ay−λθ̂
� �

Step 4.3: Perform a discrete line search on the closed segment from x̂ to x̂new.
Check the objective value at x̂new and all points where any coefficient

changes sign.
Update x̂ to the point with the lowest objective value.

Step 4.4: Remove zero coefficients from activeset and update θ=sign(x).
Step 5: Check the optimality conditions:

(1) Optimality condition for nonzero coefficients: Lx
j +λsign(xj)=0,∀xj≠0.

If condition (1) is not satisfied, go to Step4; else check condition (2).
(2) Optimality condition for zero coefficients: |Lx

j |rλ, ∀xj=0.
If condition (2) is not satisfied, go to Step3, else return x as the solution.
After sparse coefficients are obtained, we can use sparse representation-based

hand gesture recognition method to perform kernel sparse representation-based hand
gesture recognition.

5 Experiments and analysis

In our paper, we use benchmark Cambridge hand gesture dataset in our experiments.
Five types of static hand shape and total 13,461 hand gesture images are selected based
on criteria of illumination changes, uneven illuminations and shadows in images. 400
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static images are randomly selected for training and testing, in which one half is used for
training and the rest is for testing. Five types of static gestures are demonstrated in
Fig. 1.

5.1 Comparison between different algorithms for sparse coefficient computation

In our experiments, saliency, surf, gradient and lbp features are used for sparse representation-
based hand gesture recognition. In addition, we employ l1_ls algorithm implemented by
Kwangmoo Koh et al. [9, 10] and l1ls_featuresign algorithm implemented by Bruno
Olshausen et al. [12] to solve l1-normalized least square problems for sparse coefficient
computation. In l1_ls algorithm, λ=0.1, τ=0.8, τ∈(0,1], c=8. In l1ls_featuresign algorithm,
β=0.4.

The recognition rates using above two algorithms are demonstrated in Table 1, which
indicates a higher average recognition rates of l1ls_featuresign algorithm than l1_ls algorithm
and a higher speed of l1ls_featuresign algorithm. In addition, the average recognition rates of
saliency based feature are higher than other features.

5.2 The sensitivity on the weight of sparsity term λ

For sparse representation, we apply l1ls_featuresign algorithm to compute the coeffi-
cient of sparse representation. In the sparse representation, the weight of sparsity term
λ is to balance sparsity and reconstruction error, which has a certain impact on the
performance of hand gesture recognition. Therefore, we conduct experiments on
different values of λ respectively using the extracted gradient feature (λ =10−4,
10−3, 10−2, 0.1, 0.2, 0.3, 0.4, 0).

From Table 2, the recognition rate is relative better when λ is in the range 0.1~0.2, so we let
λ be 0.1 in our following experiments.

5.3 Performance comparison with other classifiers

To validate the effectiveness of sparse representation-based hand gesture recognition,
we compare the proposed Sparse Representation (SR) method with Support Vector
Machine (SVM), Artificial Neural Network (ANN) Bayesian Network (BN) and Deci-
sion Tree (DT) on saliency feature. Two hidden layers are used in ANN and the
number of the nodes in hidden layers is 40 and 20 respectively. In BN method, Naïve
Bayesian Network is used for recognition. In DT, we employ C4.5 algorithm for
classification. The recognition results are demonstrated in Table 3, indicating that the
average recognition rate of sparse representation is the highest among all the
classifiers.

The success of the proposed method is partly due to the capacity of sparse
representation in handling corruptions and noises, which are common in the experi-
ment datasets. The difficulty of determining enormous parameters in ANN as well as
the sensitivity to those parameters could explain the performance of ANN. While
Naïve Bayesian classification method is based on the assumption that the individual
components of feature vector are independent conditioned on class variable, which is
not always satisfied. Furthermore, it is necessary to scan and sort dataset several times
in the process of constructing tree in C4.5 algorithm, so it is less efficient.
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5.4 Performance comparison on different kernel functions and different features

To validate the effectiveness of the proposed saliency based feature and kernel function, we
also conduct experiments using different features and different kinds of kernel functions. Eight
types of features are used including saliency, saliency histogram, surf, surf histogram, gradient,
gradient histogram, lbp and lbp histogram features. Eight types of kernel functions are used as
well, including Polynomial Kernel (PK): (1+xTy)b, Inverse Distance Kernel (IDK) : 1

1þb x−yk k,
Inverse Square Distance Kernel (ISDK): 1

1þb x−yk k
2, Exponential HIK (eHIK): ∑

i
min

ebxi ; ebyi
� �

, Gaussian Kernel (GK): exp(−γ‖x1−x2‖2), Exponential Kernel (EK): exp(xTy),
Histogram Intersection Kernel (HIK): ∑

i
min xi; yið Þ and Linear Kernel (LK): xTy.

To compare performance on different features on certain kernel function, 8 types of kernel
functions are all used for performance comparison of different features. Hand gesture recog-
nition rates are shown in Figs. 2, 3, 4 and 5.

Figures 2, 3, 4 and 5 show a higher recognition rates of the proposed saliency feature than
other features. The effect of λ on IDK and ISDK is larger and that on eHIK and HIK is smaller.
The average recognition rates on saliency of λ∈[0.1,1] are given in Tables 4 and 5. It is
observed that the recognition rates of HIK and eHIK are highest, followed by PK and LK .

To determine the performance of various kernel functions, we use gradient, gradient histo-
gram, lbp, lbp histogram, surf, surf histogram, saliency, saliency histogram features in experi-
ments, the results of which are shown in Figs. 6, 7, 8 and 9. From the results, the recognition
rates based on HIK and eHIK are highest and relatively not sensitive to parameter λ.

From recognition rates obtained from specific feature and different kernel functions, we can
conclude that the performance of HIK and eHIK is promising and stable, which validates the
effectiveness of the proposed hand gesture recognition method using saliency feature and
histogram intersection kernel function.

6 Conclusions

We propose a novel saliency feature and histogram intersection kernel function based sparse
representation method for hand gesture recognition. We employ l1ls_featuresign algorithm in
computing the sparse coefficient. Experimental results show that the recognition rates of l1_ls
algorithm are higher than those of l1ls_featuresign algorithm and sparse representation method
outperforms all other classifiers compared. To sum up, saliency based feature is better than
other features for all the kernel functions and histogram intersection kernel function is the best
among all the kernel functions compared. Future studies include developing an effective sparse
representation dictionary, new hand gesture features, and conducting view-invariant hand
gesture recognition.
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