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Abstract In this paper, we propose a steganalysis method based on the principle of
additive operator, which chooses non-zero AC coefficients as carriers, with secret informa-
tion independent of the carrier information flow. In the proposed method, AC coefficient
statistical and energy features are initially extracted and used to construct a 3D feature
vector. By employing the principle of Fisher linear discriminate analysis, a flexible
discriminate classifier suitable for the extracted features is designed to improve detection
performance. We infer and confirm theory of change in the statistical and energetic
characteristics of the AC coefficient before and after additive steganography. The effective-
ness of the proposed method is proven by the experiments. Moreover, the proposed method
consistently outperforms related methods.
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1 Introduction

With the rapid development in Internet technology, communication has become convenient
and efficient. Meanwhile, the quantity of data transmitted through networks is increasing
substantially [18]. Under such conditions, network information security is becoming increas-
ingly important. To address this critical problem, steganography and steganalysis have recently
become key research areas. Compared with the temporal/spatial domain steganographic
algorithm, steganography in the DCT domain distributes its energy into the local pixels of
an image, thus realizing invisibility. More importantly, this method does not only combine
certain characteristics of the human perception system with steganographic algorithm, but also
complies with international data compression standards to realize steganographic encoding in
the compression domain. Therefore, steganography in the DCT domain is one of the most
popular approaches among steganographers.

Numerous steganalytic methods have been proposed in the literature. Li et al. [16] proposed a
steganalysis method called yet another steganography scheme (YASS). The success of YASS
suggests that a properly selected SO-domain is beneficial for steganalysis. Liu et al. [21] proposed
an improved approach for the steganalysis of JPEG images. They extracted a 3950-D feature
vector and applied support vector machine to detect covert images. The method has exhibited
good detection performance on several JPEG-based steganographic systems. However, the
performance of this approach depends on the number of features, and a large number of features
decrease detection efficiency. Chen et al., [4] proposed an Improved Kernel Linear Discriminate
Analysis algorithm to analyze the distribution differences between cover images and stego-images
in the reduced dimensional space. They observed that the hidden information, the information
hidden in the cover images, of stego-images are clustered in a plane while all other information of
cover images are scattered more evenly in the whole space and have no other clusters. Awrangjeb
and Lu [1] proposed micro and macro calibration methods that detect hidden information by
calibrating the local and global distribution of the DCT coefficients of the image. All these
methods employ high-dimensional feature vectors to describe the difference between cover and
covert images, thus significantly affecting their performance in engineering applications. Based
on the DCT coefficient generalized Gaussian distribution (GGD) statistical model, Natarajan and
Anitha [22] put forward Universal Steganalysis Using Contourlet Transform. Pevny and Fridrich
[24] proposed a JPEG image steganalysis that combines the features of Markov and DCT. Shi
et al. [25] designed a Markov process-based approach to apply JPEG steganography effectively.

This study analyses the basic principle of steganography. For additive steganography that
employs non-zero AC coefficients as carriers and a secret information stream independent of the
carrier information stream, we extract the statistical and energetic features of the AC coefficients as
the steganalytic features, according to the change in these characteristics before and after steganog-
raphy. Then, by conducting Fisher linear discriminate (FLD) analysis, we design a flexible
discriminate classifier suitable for the extracted features to improve detection performance. After
experimenting on various cover and covert images using different embedding rates with two typical
kinds of steganography, our proposed detection method has been exhibited to be effective.

2 Basic principles of steganography in the DCT domain

Steganographic technology can achieve covert communication [6, 14]. Research has been
widely conducted on carrier positions relative to the suitability for embedding information.
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The research results show that in certain areas or bands of an image, embedded information is
effective against several conventional signal processing and geometric attacks. However,
embedding information in such areas or frequency bands can result in poor visual quality of
the carrier. This finding shows the contradiction between robustness and imperceptibility.

According to References [5, 13, 14, 19, 20, 29, 32, 33], steganography in the DCT domain
is often described by the following formulas:

S=X+aW, (1)
S =X*(1+aW), 2)
S = X*exp(aW), (3)

where X refers to the DCT coefficients that carry secret information. This term is also called the
actual carrier data set, such as AC coefficients, except for zero or zero and one; « refers to the
intensity factor used to control embedding intensity and S refers to the covert image DCT
coefficient. Formulas (1) and (2) are actually equal, and « in Formula (1) is equivalent to a.X in
Formula (2). Considering that InS=InX+a/W is obtained after taking the logarithm of Formula
(3), we can conclude that Formula (3) is equivalent to Formula (1) in the logarithm coordinate.

A common steganography process in the DCT domain is shown in Fig. 1. The DCT
coefficients of the cover image often adopt quantized DCT coefficients because unchastised
DCT coefficients result in the quantization and elimination of secret information during the
quantizing encoding process. In Fig. 1, the key selecting model is mainly employed to choose
the DCT coefficient as the information carrier and to take down the position of the coefficient
to prepare to extract information. After obtaining the covert DCT coefficient, such coefficient
is encoded according to JPEG standards, and then, the covert image is saved.

3 Histogram model of still image DCT coefficients

In the field of steganalysis, numerous researchers have investigated the statistical distribution
model of image DCT coefficients and have proposed a number of statistical models. For
example, Reference [10] developed DCT coefficients for JPEG images following the Gaussian
distribution model. Lie and Lin [17] proposed DCT coefficients following the Laplacian
distribution model. Yang and Kot [30] and Fridrich [7] devised DCT coefficients following
the GGD statistical model.

Cover Image DCT The Coefficient Sets Can The Covert Image DCT
Coefficients Key Carry Information Coefficients S
selecting
Secret Information W
to Be Embedded
— > Scaling «

Fig. 1 Common steganography process in the DCT domain
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The characteristics of the GGD model are determined by parameter ¢, sample mean value p
and standard deviation o. The probability distribution function (PDF) is defined as

Sx(x) = dexp(=Blx—pl), (4)
where
(TN e
ﬁ‘a(ﬁ(l/@) A5 ®)

I1(*) is a gamma function; and I"(1) = 1, I'(1/2) = /7. When ¢=1, the GGD model becomes
a Laplacian distribution model, whereas when ¢=2, it becomes a Gaussian distribution model.
Parameter ¢ in GGD is flexible and changes with the actual data model.

A sample image with 256 X256 pixels is shown in Fig. 2. An image for the DCT coefticient
probability density (excluding DC coefficients in the DCT domain) is shown in Fig. 3. From
this figure, we see that the distribution of DCT coefficients follows GGD.

4 Changes in the statistical characteristics of DCT coefficients
after steganography and steganalysis feature selection

4.1 Related steganographic methods in the DCT domain

As shown in Section 1, steganography in the DCT domain has numerous advantages over
steganography in the spatial domain. Thus, numerous existing steganographic algorithms are
usually based on the DCT domain. A common characteristic of these steganographic algo-
rithms is that the carrier coefficient set is composed of AC coefficients, except for zero [8, 9,
11, 12, 23]. Actual embedding methods are often according to Formulas (1), (2) and (3),
among which Formula (1) is the simplest, most convenient and most useful. Therefore,
Formula (1) is used in many steganographic algorithms, such as least significant bit (LSB)

Fig. 2 A sample image
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Fig. 3 The AC coefficient histogram of the sample image

and perturbed quantization (PQ) steganography. The embedding process can be described as
follows.

1) Addition: Suppose that the secret information bit stream {0,1} is converted into a set
W={w|—1,1}. Embedding according to Formula (1) is called additive frequency band
steganography in this paper. The PDF of the secret information bit stream is as follows:

p= {10 ®

2) Substitution: Suppose that the secret information bit stream {0,1} is converted into a set
W={w|—1,0,1}. Embedding according to Formula (1) is called a substituting operator in
this paper. Similar to LSB steganography, the PDF of the secret information bit stream is

as follows:
1/4,w=-1
pw) =4 1/2,w=0 (7)
1/4,w=1 ‘

These two steganographic methods are referred to as additive embedding operations in the
present work.

4.2 Changes in histogram characteristics after image additive steganography
In this section, we introduce the definition of the embedding rate of the steganography
operation and account for the changes in characteristics after image steganography.

Definition1. Suppose that the secret information flow is / and its length is length (W). The
actual carrier data set X is composed of the AC coefficients of JPEG images, except zero, and
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its length is length (X). The bits per non-zero AC coefficient (bpc) of the embedding rate R is
then defined as

 length(W) 8
~ length(X) . ®)

Suppose that a covert JPEG image F is obtained after the secret information is embedded
into a cover image I, then the following changes happen to the statistical characteristics of the
covert image.

THEOREMI. Suppose that the frequency of the AC coefficients of the cover image being
zero is fy, and that the frequency of the AC coefficients of the covert image being zero after
additive embedding operation is f5. When the mean value of fj is larger than that of fy, the
following formula can be obtained:

E(f3) > E(fo)- )

PROOF. Suppose that the frequencies of the AC coefficients of a cover image being 1 and
—1 are f{ and 1<, respectively. Given that the secret information flow W is —1,1 or —1,0,1,
according to additive steganographic principles, then AC coefficients with a value of 1 may
changed its value to 0 or 2 and those with a value of —1 may changed its value to 0 or —2. From
Formulas (6) and (7), a value of p(—1)=p(1)=1/2 or 1/4 can be obtained. Suppose that the
embedding rate is R, then we have:

E(f3)

E(f§+ /4 p(-1-0)R + fip(1—0)R)
E(f§+f4p(DR + fip(-1)R)

E(f§) +E(/¢ +/1)p(R

> E(f5).

THEOREM2. Suppose that the frequency of the AC coefficient absolute value of a cover
image being 1 is f;;—1, and that of the AC coefficient absolute value of a covert image being 1
after additive embedding operation is fj;—;. Then, the following formula can be obtained:

E(fym) < E(fiym): (10)

PROOF. Given that fi—=f7 +f" and fi—1=f1"+/*1, then p(—=1)=p(1) can be derived from
Formulas (6) and (7). Suppose that the embedding rate is R, then:

1 =11/ p(1-0)R- (1—>2)R +/5p(2—=1)R

=i firCHR=fip(DR + fap(-1)R
=/ (2f° ~f3)p ()
L =47 fAp(C190) R p(-1-5-2)R +ffzp(—2—>—l)R.

1-0)R
=4 Ap(DR=fEp(=D)R + f4,p(1)R
= fil_(zfiffiz)l’(l)R
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Adding these values yields:
E(flym) = B+ £52) = B + /5 QU5 + /%) (/5 + /%) )p(DR)
= (/5 ) = (CE(fom ) E (£5) )P ()R
< E (/)

From Section 3, we can see that the AC coefficients follow zero-mean GGD. Then, E(fij)>
E(f5)) and Formula (10) are derived.

THEOREMS3. Let the maximum AC coefficient be max(4C) and the minimum AC
coefficient be min(4AC). To determine their minimum absolute value, y=min(abs(max(4C)),
abs(min(4C))) should be obtained. Suppose neX and v>|n|>1, then:

E(5mor) > E(Fpr) (11)

PROOF. Given that zero-mean GGD is symmetrical, E(f;)>E(f;) is obtained when y>n>1.
Then, Formula (10) is also obtained. Suppose the embedding rate is R, then:

Sy =1,(=p(n—n-1)R—p(n—n + 1)R) + ffrlp(n—l—m)R +/¢.p(n+ 1-n)R
= fy(1=p(-1)R=p(1)R) + f . p()R + [, p(-1)R

= £5(22p(DR) + (fis + f1 )P (1R

Taking the mean value, then:

E(f3) = E(£50-2000R) + (firs + f51 )P(DR)
=£(#) + (B ()£ (7)) JpOR
Suppose that Ay=f,"_—f; and Ay=f;/—f7+1. Given that <, n+1=<~, then we have:
E(f;) = E(/5) + (B(A-22)p()R.

The two sides of the GGD model show an exponential decline (Fig. 4). Thus, we obtain
A> Ay (E(A)—E(A))p(1)R>0 can also be obtained, and the preceding formula can be

Fig. 4 The GGD model (A,>A4,)
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converted into E(f;)>E(f). Given that the zero-mean GGD model is symmetrical, then
Formula (11) is derived.

Formula (11) shows that the frequency of AC coefficients increases if they have a value of
more than 2 after the additive embedding operation, which is called the ‘heavy tail” phenomenon
[3]. The frequency of the AC coefficients after being embedded with the additive method at an
embedding rate of 0.2 bpc in the sample image (Fig. 2) is shown in Fig. 4. Compared with the
frequency of the AC coefficients of the cover sample (Fig. 3), the frequency of the AC
coefficients is zero, as shown in Fig. 5, which is higher than that in Fig. 3. Although other
changes are not evident, the tail is heavy after careful observation.

4.3 AC coefficient energy changes after image additive steganography

Definition2. Suppose that the AC coefficient flow of an image is A= {ni=1,2,"",length(4)}.
The AC coefficient energy can be defined as:

length(A)
En=E(4) =— 2 12
" () length(A) ; K (12)

Where length(4) refers to the length of the AC coefficients and E(¢) refers to the mean
operator. The carrier data set X is a subset of AC coefficient set A, that is, XcA4. According
to References [3, 12, 27, 30, 31], the carrier information is an original signal, whereas the
secret information is a noise signal, and these two kinds of signals are independent of each
other.

THEOREM 4. Suppose that £n° is the AC coefficient energy of a cover image, and En’ is
that of a covert image after additive embedding operation, then:

En® > En‘. (13)

o
©

AC coefficients frequency
o o o o o o
n w S (4] [} ~
L L L L L L

©
o
I

S ESSSURRRTt | | P
-20 -15 -10 -5 0 5 10 15 20
AC coefficient value

Fig. 5 Sample image of the distribution frequency of AC coefficients after additive embedding operation at an
embedding rate of 0.2 bpc
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PROOF. Suppose that the secret information flow is W. The AC coefficient energy of the
covert image after additive embedding operation can be written as
En = E((4+W)*) = E(4* +24W + ?)
= E(4%) + 2E(4W) + E(W?) '

Given that the carrier information and the secret information are independent of each other,
the following equation can be derived:

E(AW) = E(A)*E(W).
The secret information flow consists of —1,1 or —1,0,1. By combining Formulas (6) and (7),

E(W)=0 can be obtained, E(#*) is the mean energy value of the secret information flow.
Evidently, E(#W?)>0, and the preceding formula can be transformed into:

En* = E(A*) + E(W?) = En° + E(W*) > En".

THEOREMS. Suppose that the AC coefficient energies of a cover image and a corre-
sponding covert image with absolute values of 0 and 1 are Enj;;<; and Enj,<;, respectively.
Then, we have:

Enfmsl < En‘(’n‘gl. (14)

PROOF. Suppose that the probability of the AC coefficient value of a cover image being a
is f7, and that of a covert image is f,,, then:

Brtger = B((4yer) ) = COPy B
= £+ 1 = P 7

Enjy<y = E((Afmg)z) = (S + OS5+ 1P
=SS+ ==

Formula (14) can be obtained according to Theorem 2.

The AC coefficient energy of the covert image after additive embedding operation is larger
than that of the cover image. However, the situation is reversed when the coefficient value is
—1, 0, or 1. Therefore, the following conclusion can be inferred.

Inference: When the absolute value of the AC coefficient is greater than 1, the energy of
the AC coefficient of a cover image is less than that of a covert image, which is:

Enj, oy > Enj ;. (15)
PROOF. Suppose that the energy of the AC coefficient absolute value of a cover image is

greater than 1, that is, Enj;;~, and the AC coefficient absolute value of a covert image is also
greater than 1, that is, Enj,~;, then:

¢ _ c_ ¢
En‘m>1 =En Enlmih

s _ S
En\n\>1 =En E”\n\sl'

Formula (15) can be easily obtained according to Theorems 4 and 5.
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Table 1 shows the AC coefficient energy of a sample image (Fig. 2), i.e., the AC coefficient
energy with different embedding rates (bpc) after additive embedding operation. The AC
coefficient energy increases when the general energy and absolute value are greater than 1
along with the increasing embedding rate. By contrast, when the absolute value is less than or
equal to 1, the AC coefficient energy decreases along with the increasing embedding rate. This
finding complies with our previous conclusion.

4.4 Feature selection of steganalysis

From the preceding discussion, we learn that AC coefficient characteristics change after
additive embedding operation in the DCT domain. Some characteristic values increase, such
as zero frequency, frequency with absolute value greater than 1 and AC coefficient energy. By
contrast, other characteristic values are reduced, such as 1 and —1 frequencies and energy with
an absolute value smaller than 1. Thus, the question is which characteristics should be selected
and constructed as the steganalysis feature. This important issue will be addressed in the
succeeding paragraphs.

The classifier of steganalysis is, in nature, a binary classifier that distinguishes between
cover and covert images. According to the pattern recognition principle [2], if we aim to
distinguish between two samples clearly, then the inner area of similar samples should be
concentrated as much as possible. That is, the intra degree of scatter should be as small as
possible, whereas the inter degree of scatter should be as large as possible. Based on this
principle and on several other theorems obtained previously, we construct the following
characteristics as our steganalysis features:

Feature 1 : F(1) = E(fo)/E(f\n\:l)7 (16)

Feature 2 : F(2) = (Z mblE(fn))/E(f‘,l‘:l), (17)

Feature 3 : F(3) = En\'1\>1/E”\71|51' (18)

According to Theorems 1, 2, 3 and 5, and based on inference, the feature value of the covert
image is larger than that of the cover image. That is:

Fi) > F(i),i = 1,2,3. (19)

Thus, 500 covert images can be obtained from 500 cover images after additive spread
spectrum operation at an embedding rate of 0.2 bpc. We select the 3D features of Formulas

Table 1 Ac coefficient energy of

the sample image and different AC coefficient energy ~ Cover images ~ Covert (bpc)
additive embedding rates
0.1 0.2 0.3
En 2.4579 24581 24587 24595
Eny<, 0.1595 0.1576  0.1563  0.1550
Enjpy= 2.2984 23005 23024 2.3045
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(16), (17) and (18), as shown in Fig. 6, where ‘.” and ‘*’ refer to the feature points of the cover
and covert images, respectively. The feature value of the covert image is evidently larger than
that of the cover image.

5 Design of the classifier

Selecting a feature is an essential step to detect information. A classifier suitable for features
with good discrimination performance is required. After the features are selected, distinguishing
whether such features include secret information is a problem of the binary classifier.

FLD analysis is a typical method employed in this type of work. We combine the single
characteristic values of F(1), F(2) and F(3) into a 3D feature vector x to obtain:

x=(F(1),F(2),F(3))". (20)
According to FLD analysis [3], the best projection direction w should be:

w =81 (m'—m°), (21)

w

where m® and m® in Formula (21) refer to the feature mean vector of the cover and covert
images, respectively. S;,' refers to the inverse matrix of the intra matrix of scatter S,

St = Z (x*m[) (x*m")r, i=s,c, (22)
S, = S+ S, (23)

_ T2 covert image
y=wa <y0—>x€{ cover image (24)

Thus, according to Formula (24), any unknown sample x can be distinguished as a cover or
covert image. yo in Formula (24) is the discrimination threshold.

140

120 ® cover
*  covert

100 *

80 *

F(1)

60

%
40 ji;

Fe) ° 0 FE)

Fig. 6 Comparison between the feature values of 500 cover images and those of 500 covert images
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6 Simulation experiment
6.1 Experimental setup

The experiment design is critical to evaluate a steganalysis method. A good experiment design
should have the following key properties.

1) Generalization. The proposed image features and associated classifiers should be capable
of identifying the presence of hidden data, which are possibly generated by various kinds
of embedding methods, regardless of steganography.

2) Good performance. The classifier should, on one hand, have a detection rate of hidden
data that is as high as possible and, on the other hand, keep false alarms as low as possible
for cover images.

3) Robustness. The classifier should be capable of differentiating ordinary image-processing
operations (such as smoothing, sharpening, recompression, rotation and cropping) from
data embedding.

Starting from the aforementioned considerations, we choose four steganographic methods,
PQ [9], Jsteg [15], and EBS [28] with representative steganography for the experimental
evaluation of our additive embedding operation. PQ, Jsteg, and EBS are representative
methods for adding and substituting embedding operators, respectively.

PQ: Fridrich [9] designed a method called PQ, which uses the wet paper code to develop a
steganographic methodology for digital media. PQ embeds a secret message while
downgrading the cover object by using information-reducing operations that involve quanti-
zation. PQ uses the knowledge of the unprocessed object and embeds data into elements with
the most uncertain values after processing.

Jsteg: Jsteg [15] can use the LSB of the quantized DCT coefficients as redundant bits
in which to embed the hidden message. The modification of a single DCT coefficient
affects all 64 image pixels. The steganographic systems that modify LSBs of these image
formats are often susceptible to visual attacks. The modifications are in the frequency
domain instead of in the spatial domain, such that no visual attack occurs against JPEG
image format.

EBS: Wang [28] presents an efficient JPEG steganography scheme based on the block
entropy of OCT coefficients and syndrome trellis coding (STC). The proposed cost
function explores both the block complexity and distortion effects due to flipping and
rounding errors. The STC provides multiple solutions to embed messages to a block of
coefficients.

When more information is embedded into an image, such image is easy to detect. By
contrast, when less information is embedded, the image is difficult to distinguish from the
cover image. Therefore, embedding rate is also an important factor that affects correct
discrimination.

Our experimental data consist of two parts: JPEG cover images and covert images. We have
2000 cover images, including classic images widely used in the existing literature, such as Lena
and Cameraman, digital camera images, and images downloaded from an online image library
(http:/sipi.usc.edu/database/database.cgi?volume=textures). All images are transformed into
256x256 JPEG grey images. These images are called cover images in this paper, and half
of the images (i.e., 1000) are used for training and the other half are used for testing.
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Moreover, PQ and Jsteg are employed. The covert image library is obtained after additive
embedding operations at different embedding rates are conducted. We adopt five processing
operations: 3x3 smoothing (averaging) spatial filter, 3x3 Laplacian sharpening spatial filter,
recompression with 75, 65, and 50 quality factors, rotation of 25° anticlockwise and
cropping to 1/4 of the original image to obtain 100 processed images (shown in Table 2).

6.2 Experimental results

In the present experiment, the DCT coefficients of the cover and covert images in the training
library are chosen, and their feature values comprise the 3D cover and covert feature vector
library according to Formulas (16), (17) and (18). These coefficients will be used as training
data in FLD analysis to determine the projection direction w = (6, 6>, 3)" and discrimination
threshold y,. FLD analysis is designed. The process of distinguishing an image is shown in
Fig. 7.

When determining the projection direction, we input the feature vector set of the training
images into the Fisher discriminate, that is, Formulas (21), (22) and (23), to obtain 6;=31.3024,
0,=0.1335 and 0;=3.3993. We identify the threshold for determination. As we randomly select
images, the feature values y follow GGD according to the central limit theorem in probability
and statistics. For two class samples, suppose y of the cover and covert images follows GGD
with a mean value of /¢ and a standard deviation of &', i = ¢ or i = 5. As shown in Fig. 8, the
selection of the discrimination threshold y, is important for excellent detection effects. In
general, false positive and false negative probability contradicts each other. When y, changes
from large to small, the false negative probability decreases, whereas the false positive
probability increases. When y, changes from small to large, the false positive probability
decreases, whereas the false negative probability increases. Given that steganalysis is concerned
with information security, we aim for a small false negative probability. Therefore, we design a
flexible method for threshold selection, that is:

Yo = 1=, (25)

where 1 and ¢° in Formula (25) refer to the mean value and standard deviation of the projection
feature value y, of the covert image, respectively. A is the regulatory factor called the false negative
probability controlling factor. The mean value and standard deviation of the training sample
projection feature in this paper are: ;(“=347.341, 1*=459.1301, 0=45.6131 and 0°=64.2332.
Table 3 shows the testing results with varying regulatory factors A. When the projection
feature probability of the cover image is the same as that of the covert image, that is, when
p0)=p("), the false positive and false negative probability attain balance, i.e., yy=395.4431
and A\=0.9915.

Table 2 Composition of the image library

App. Ori. Smo. Sha. Rec. PQ (bpc) Jsteg (bpc) UNIWADD EBS
75 65 50 01 02 03 01 02 03 02 0.2

Training 500 0 0 0 0 0 500 500 500 500 500 500 O 0

Testing 500 100 100 100 100 100 500 500 500 500 500 500 500 500
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Fig. 7 The detection process
Image to be detected

A
Read DCT coefficients

h J

Feature extracting

E(1) F(2) FQ3)

Constitute a feature vector

Fisher linear classifier

Yes No

y

Covert image Cover image

Table 3 indicates that a high embedding rate makes an image easy to detect. Moreover,
detection and false positive probability increase simultaneously with increasing regulatory
factor A. We should control the regulatory factor according to practice requirements. To detect
processed images, the images produced after sharpening the spatial filter exhibit the best
results because non-zero AC coefficients are increased, which is contrary to that of the
proposed method wherein zero AC coefficients increase. Although the detection results after
smoothing the spatial filter or recompression are not as good as the original results, these two
kinds of processed images increase the number of zero AC coefficients. However, the
detection results of geometric attacks, such as rotation and cropping, is the same as that in
the original images, thus indicating that the number of non-zero AC coefficients slightly
change under a fixed image quality factor.

The experimental results show that higher compression quality factor leads to lower
false positive probability while lower quality factor results in higher false positive
probability. This is mainly due to when the quality factor is lowed, the compression rate
will become higher, and at this time more zero coefficients will appear, which could easily lead
to incorrect judgment.
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Fig. 8 FLD analysis

6.3 Detection performance analysis

There are two approaches [2, 26] to measure the performance of detecting steganography: the
first one is the ROC curve while the other one is the minimal total detection error [28]. The

Table 3 Detection results

Covert images The positive detection probability (%)
A=0.8 A=0.9 A=0.9915 A=1.0 A=1.1
PQ 0.1 82.2 84.6 85.4 85.4 87.6
0.2 82.8 84.8 85.8 85.8 88.0
0.3 83.8 85.0 86.0 86.2 88.4
Jsteg 0.1 74.5 78.2 79.9 80.4 83.6
0.2 79.3 82.6 84.2 84.7 86.9
0.3 79.9 83.2 85.9 86.8 87.6
EBS 0.2 83.6 84.2 85.8 87.4 88.2
Average 80.9 83.1 84.6 85.3 87.1
Cover images The false positive probability (%)
A=0.8 A=0.9 A=0.9915 A=1.0 A=1.1
Orig. 10.4 122 13.8 14.0 16.6
Smoo. 10.0 11.0 12.0 14.0 16.0
Shar. 16.0 16.0 16.0 19.0 21.0
Reco.(75) 12.0 12.0 13.0 15.0 16.0
Reco.(65) 12.0 13.0 13.0 15.0 17.0
Reco.(50) 13.0 13.0 14.0 16.0 17.0
Average 10.46 11.46 12.45 13.55 15.46

@ Springer



6014 Multimed Tools Appl (2016) 75:5999-6019

ROC curve is a relation curve that describes false positive and positive detection probability.
The minimal total detection error is calculated as follows:

min

Pe = Ppp

(Pep + Pymp(Pra))/2 (26)

where Ppp and Pyp denote the probability of false positive and false negative misdetection,
respectively. The false negative is also called misdetection. Several ROC curvesare
needed to show the detection performance while one figure is enough by using minimal
error. So, we use minimal total detection error to show the performance of detecting
steganography.

The FLD method of the threshold is demonstrated and shown in Fig. 7. As shown in Fig. 8,
this study analyses the detection system. Different Pgp and Pyp are obtained by changing the
regulatory factor A. In our work, we change A from —4 to 4 with a step of 0.001. Therefore, a
sequence of Prp and Pyp are obtained. Thus, the minimal total detection error is calculated
based on Eq. (26), as shown in Fig. 9.

We calculate minimal detection error of the PQ(0.1, 0.2,and 0.3), Jsteg(0.1, 0.2, and 0.3),
NUIWARD(0.2), EBS(0.2), as well as the value of the regulatory factor A when the
detection error minimum. This figure clearly shows that our minimal detection error is
lower than 18 %, thus our proposed method has good detection performance for additive
steganography.

30 T T T T

PE (%)

0 I
PQO.1 PQO.2 PQO.3 Jsteg0.1 Jsteg0.2 Jsteg0.3  NUIWARDO.2 EBS0.2
Relative Steganographic Schemes and Payload

Fig. 9 The minimal total detection error of our system
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Table 4 Summary of previous works and our proposed scheme

Works NF ER APDR AFPR Classifier
[16] 140 0.03-0.18 (bpc) NS NS URP
[21] 3950 0.29-0.35 (bpc) 7837 % 18.54 % SVM

[4] 150 0.1-0.3 (bpp) NS NS KLDA
[24] 324 25-100 % NS NS SVM
[25] 274 0.05 (bpc) URP URP SVM
[17] 42 0.01-2.66 bpp 90.28 % 29.44 % Neural
[12] 36 25-50 % 81.07 % 14.16 % GMM
[27] 156 —4-11 dB URP URP FLD
This Paper 3 0.1-0.3 (bpc) 84.4 % 13.75 % FLD

NF The Number of Features, ER The Embedding Rate, 4PDR The Average Positive Detection Rate, AFPR The
Average False Positive Rate, GMM The Gaussian Mixture Model, SVM The Support Vector Machine, URP
Unreported, NS No Statistics, KLDA Kernel Linear Discriminate Analysis, 7LD Fisher Linear Discriminator

Table 4 shows the results of the comparison of our detection method with a previous related
work. The advantages of our detection method are summarized as follows.

(1) In terms of feature extraction, existing methods employed high dimensional features
(the number of features range from 36 dimensional features [12] to 3950 dimensional features
[21]) while our method use only 3 features. Therefore, our method of feature extraction is
significantly simpler than existing methods.

(2) Although the PD in the reference [10] is slightly higher than that of our method, our
approach achieves a significantly lower FP. Further, our minimal total detection error has much
better performance, specifically, 10 % lower than the results reported in [10].

(3) Our system design is more reasonable compared with earlier work. This is due to we use
the regulatory factor A to control the false positive and false negative probability, while exiting
methods do not use the regulatory factor at all.

(4) We infer and prove the feature changes of images before and after the embedding
operation. Compared with previous work, in our paper we give a detailed theoretical deriva-
tion, which could help the readers to understand our work.

7 Conclusions

Additive embedding operation has been widely applied to information hiding during the last
decade. For example, technologies such as PQ, Jsteg, and EBS are all based on additive
embedding operation in the DCT domain. This study proposes a special steganalysis method
by choosing several addition steganography or substitution steganography with non-zero AC
coefficients as carrier and secret information, which are independent of carrier information
flow. The statistical characteristics of AC coefficients change after steganography. We first
select the statistical and energy characteristics of AC coefficients to construct a 3D feature
vector. Then, by conducting FLD analysis, we design a flexible classifier with matching
particular features, thus significantly improving detection performance. After evaluating cover
and covert images with different embedding rates by using two typical kinds of steganography,
the proposed method is found to be effective.
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