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Abstract In this article, a dynamic gesture recognition system with the depth information is
proposed. The proposed system consists of three main components: preprocessing, static
posture recognition and dynamic gesture recognition. In the first component, the background
subtraction is used to exclude invalid gestures that is not generated by the main user, and then
to detect and track the hand. Second, the region of hand is extracted using an adaptive square.
Once the region of hand is obtained, the features of hand are extracted and the static hand
posture are classified using the support vector machine (SVM). Finally, nine commonly used
dynamic hand gestures can be detected using different methods. In the experiments, the static
hand posture classification was evaluated in different postures and the performance of dynamic
gesture recognition is verified by two different persons at 4 different position with 2 different
depths. The experiment results show that the proposed system can accurately detect the
dynamic hand gestures with an average recognition rate of 87.6 %, which is good for
controlling the embedded systems, such as home appliances.
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Support vectormachine

1 Introduction

Human-machine interaction is a comprehensive research field, where the purpose is to explore
the interactions between humans and computers or electronic devices. The hand gesture
recognition is one of natural and intuitional way to communicate with human and machine.
Hand gesture recognition can be widely applied to many applications such as home appliance,
entertainment and medical systems, etc. [24].

In the recent years, depth information is a particularly useful cue in human machine
interface (HMI) applications. Since low-cost depth cameras have been launched, depth
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cameras become more and more affordable for consumer electronics. Depth cameras can work
in various situation where the RGB cameras cannot, such as in low lighting and different
illumination conditions. Using low-cost depth cameras can create a new opportunity for the
home appliance control. In the key insights of [24], no single method for automatic hand
gesture recognition is suitable for every applications. Accordingly, hand gesture recognition
using only depth information for embedded control needs to be explored.

In this article, a dynamic hand gesture recognition system using only the depth information
is proposed for embedded control. In order to improve the system feasibility, an adaptive
square is used to extract the hand with different people in the different depth. With the help of
the adaptive square, the proposal system can appropriately obtain the hand region without the
wrist area. Eight types of static hand postures are presented in this article. These static hand
postures can be adopted by both the left and right hands. These postures would form the basis
of dynamic hand gestures. The dynamic hand gestures also can be adopted by both the left and
right hands to improve the system feasibility. In order to explore the applicability of depth
sensors, only the depth information is used to develop the proposed system. Depth sensors can
provide accurate and appropriate depth data for hand gesture recognition. Nine commonly
used dynamic hand gestures are included for embedded system control. These gestures can be
recognized at different positions with different depths. By using the proposed methods, the
experiment results show that the proposed system can recognize several commonly used
dynamic hand gestures and can function at different depths.

This article is organized as the follows. Section 2 gives some related work. Section 3
describes the procedure of the proposed system. Experiment results are shown in Section 4.
Finally, Section 5 concludes of this article.

2 Related work

Hand gesture recognition has been worked on for a long time, and the number of researches in
the depth based hand gesture recognition grew rapidly in recent years since low-cost depth
cameras have been released. In the following subsections, various camera modality systems
are introduced, and the methods for each type of camera are described as well.

2.1 RGB cameras

Many hand gesture recognition systems detect hands using skin-color modeling and detection
[5, 14, 27]. Liu et al. [14] transformed the color space of images from RGB to YCbCr and then
two sets of threshold values for Cb and Cr were used for discriminating skin and non-skin
pixels. Zhu et al. [27] converted RGB images into YCbCr images and then used the K-means
clustering algorithm for representing the hand object and background. Choi et al. [5] segment-
ed a hand-forearm region using a generalized statistical skin color model of the image and
distance transform. Statistical skin color model is to built a 3D RGB histogram model to
represent the distribution of skin tones in the color space. A comprehensive overview of skin-
color modeling and detection methods can be found in [10]. Senanayake et al. [21] proposed a
hand gesture based appliance control system. Barkoky et al. [1] proposed a method to
recognize the numbers of Persian sign language (PSL) using thinning method. Huang et al.
[9] presented a novel method for hand gesture recognition based on Gabor filters and support
vector machine (SVM). A common approach to describe dynamic hand gesture is to use state-
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based model, such as the Hidden Markov Models (HMMs). Many dynamic hand gesture
recognition systems are based on the HMM [22, 26]. Shrivastava [22] proposed a novel and
faster system for dynamic hand gesture recognition. Huang et al. [26] introduced an HMM-
based method to recognize complex single hand gestures.

2.2 Depth cameras

Depth information makes the hand segmentation much easier. Many researchers assume that
the hand was the closest object to the camera [4, 12, 16, 20]. Consequently, region growing [4,
16] techniques can be used to extract hand regions using the depth information. A number of
researchers took advantage of both the color and depth information to develop their hand
gesture recognition system [20, 23, 27]. In contrast to hand gesture recognition using color
image, few researchers develop their hand gesture recognition system using only the depth
information [11, 12, 15, 16]. Minnen et al. [15] presented a hand shape (gesture) recognition
method that made use of three different kinds of image features to characterize segmented hand
patches. In [11], a shape classification forest (SCF) was used to classify each depth pixel of
hand into a hand shape and the final hand shape was determined by voting. In [16], Oprisescu
et al. presented an automatic method for static hand gesture recognition using a ToF camera. In
[12], Kurakin et al. proposed a real-time system based on the action graph for dynamic hand
gesture recognition. Action graph, which proposed by Li et al. [13] for human action
recognition, requires less training data compare to the HMM.

The proposed system uses only the depth information to recognize static and dynamic
gestures. The system uses SVM for static posture classification because of its low overhead
and efficient classification. The SVM is trained using the shape description of hand to
recognize several different static hand postures, and then use the static hand postures, fingertips
and hand trajectories and combined to determine the nine different dynamic hand gestures.

3 The proposed system

The proposed system is an extension of our previous work [25] with two new gestures, rotate
and scale, and more details.

The flowchart of the proposed system is shown in Fig. 1, which system consists of three
main procedures: preprocessing, static gesture recognition and dynamic gesture recognition,
and can be further divided into nine parts. The first stage, preprocessing, includes four parts,
acquirement of depth images, background subtraction, hand detection and hand tracking. The
second stage, static gesture recognition, includes three parts, region of hand extraction, hand
feature extraction and static hand posture classification. The third stage, dynamic gesture
recognition, includes two parts, trajectory of hand extraction and dynamic hand gesture
determination.

3.1 Preprocessing

When the user controls embedded systems using hand gestures, the user typically stays close
to the camera to interact with the appliance and the user’s hands are usually in front of his or
her body as well as the background. Accordingly, we can assume the main user stays close to
the camera and occupies a significant portion of the camera’s field of view (FoV). These
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assumptions are reasonable for numerous practical scenarios. According to the datasheet of
Prime Sense [17], the depth camera can only provide the depth of objects within 800 to
3500 mm. In order to detect the hand gesture, the proposed system requires a hand region
larger than 1500 pixels, so the user has to stay within 1100 to 1800 mm from the camera. In
general, the original depth image contains not only the human body region but also the
complex background, as illustrated in Fig. 2a. For the purpose of detecting the main user’s
hand and excluding invalid gestures that is not generated by the main user, the largest region
within 1100 to 1800 mm is extracted as the user’s body to filter out the background objects, as
shown in Fig. 2b. Figure 2c is the background subtraction without a user within 1100 to
1800 mm.

For fully automatic control appliances, a way to detect the hand is needed to provide the
initial hand center position. The prototype system simply used the functions provided by the
OpenNI [18] for both hand detection and trucking, which uses the Bayesian Object Localiza-
tion for hand detection [19]. The detected hand with hand center position is shown in Fig. 2d,
with the white point represents the hand center position.

3.2 Static posture recognition

The static posture recognition stage is composed of region of hand extraction, hand feature
extraction and static hand posture classification. Region of hand extraction is to find a squire
region that can appropriate contain the region of hand without the wrist. Hand feature
extraction is to find the fingertip positions. The contour of the hand between the fingertips

Fig. 1 Flowchart of the system
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of the thumb and the index finger is then used to classify eight sets of static hand posture. The
fingertip positions and the static hand postures are used for dynamic gesture recognition.

Once background subtraction is achieved and the hand center position is obtained, the next
step is to extract the region of hand for further image processing. Since the size of hand region
on the image is different according to the distance between the hand and the camera, the
system cannot use a fixed-size rectangle to extract the region of hand. One of the advantage of
the depth camera is that people can get the three-dimensional (3D) information rather than the
two-dimensional (2D) information on the real world. Therefore, the system acquires a square
that can approximately contain a 10 cm×15 cm hand (the average size of an adult hand)
according to the depth information (z–axis). On the basis of our experiments, when the depth
of hand is one meter away from the camera with a VGA resolution (640×480 pixels) depth
image, the height of palm is about 87 pixels. However, the point generated by the hand
tracking is not always in the middle of the hand, so the system cannot directly use the height of
palm to obtain the square with its center at the hand tracking point. Accordingly, the width of
square is extended to 112 pixels that can approximately contain a 10 cm×15 cm hand when the
depth of hand tracking point is one meter from the camera. The width of square is adjustable
according to the depth of the hand tracking point by the following formula:

wsquare ¼ 112000=depthpoint of hand tracking

where wsquare denotes the width of square with pixel, depth point of hand tracking denotes the depth
of the hand tracking point in millimeter.

(a) (b)

(c) (d)

Fig. 2 a Original depth image b Background subtraction with user c Background subtraction without user d
Hand with center position

Multimed Tools Appl (2016) 75:7065–7086 7069



First of all, an initial square with its center at the hand tracking point is computed to extract
the region of hand and its width is determined according to the depth of the hand tracking
point. The initial square is then used to estimate the ratio of hand pixels to the square region to
refine the square to remove the wrist area. Based on our observation and experiments, the
appropriate ratio of hand pixels to the square region is 0.35 to 1. The square can be adopted by
both the left and right hands, as illustrated in Fig. 3. Figure 3a is the result of left hand region
extraction and Fig. 3b is the result of right hand region extraction, with the white square region
represents the extracted hand region. Figure 3c and d are the results of hand region extraction
with different people in the same depth, with the white number represents the depth. Figure 3e
and f are the results of hand region extraction in different depths.

(a)           (b) 

(c)            (d) 

(e)           (f) 

Fig. 3 Results of hand region extraction (a) left hand (b) right hand (c) with user1 (d) with user2 (e) in the
1128 mm depth (f) in the 1394 mm depth
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After the region of hand is obtained, the next step is to extract the features of
hand. Figure 4a is the flow chart of hand feature extraction, and the pseudo code of

Fig. 4 a The flow chart of hand feature extraction b the region of hand c the contour of hand d the Contour with
polygonal approximation e the convex hull of the hand f the convexity defects g Region of feature and three
points for posture classification

Multimed Tools Appl (2016) 75:7065–7086 7071



feature extraction algorithm is shown in Fig. 5. One useful way of realizing the shape
of hand is to compute a convex hull for the hand and then compute its convexity
defects [2]. Before computing the convex hull, pixels with depth value farther than
the hand depth are removed from the region of hand. The contour of hand which
contains the largest contour area is then evaluated from the remaining pixels, as
shown in Fig. 4c. The contour is then simplified by the polygonal approximation
[6] as several straight lines in Fig. 4d.

In the proposed system, the Graham scan algorithm [7] is used to compute the
convex hull of the hand. Figure 4e shows the result of the convex hull of hand using
the Graham scan algorithm. The convex hull covers a given nonempty set of hand
contour points. Once the contour and the convex hull are computed, the next step is
to compute the convexity defects for finger identification. In the proposed system, the
convexity defects were computed using the method proposed by Homma and
Takenaka. [8].

Fig. 5 The pseudo code of feature extraction algorithm
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A result of convexity defects is shown in Fig. 4f. It is clear that there are four
white regions which the convex hull comprises but not contained in the contour.
These regions are the Bdefects^ relative to the hull. The beginning point and end point
are the points on the hull where the defect begins and ends. The farthest point
indicates the point on the defect which is the farthest from the edge of the hull.
Except the beginning point, end point and the farthest point, other useful information
is the depth of the defect. The depth of the defect is the distance between the farthest
point and the edge of the hull. Otherwise, the beginning and the end point are used to
determine the fingertip’s position. The positions of fingertips are then used for the
static hand posture classification and dynamic gesture recognition.

Fig. 6 Sample images showing the eight sets of static hand postures evaluated in this paper

Fig. 7 An example of the transition of dynamic gesture
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To obtain the RoF, the fingertip positions of the thumb and the index finger are obtained
according to the distance between the beginning and end points of the defect and the depth of
the defect. Based on our experiments and observation, the distance between the beginning and
end points should be larger than 43 % of the width of the hand region, and the depth of the
defect should be longer than 10 pixels. The fingertip positions of the thumb and the index

Table 1 Dynamic hand gestures

Name of gesture Explanation of gesture Category

swipe_up Hand swipe from down to up static hand posture based

swipe_down Hand swipe from up to down static hand posture based

swipe_left Hand swipe from up to left static hand posture based

swipe_right Hand swipe from up to right static hand posture based

wave Hand wave from up-left to up-right or up-right to up-left twice static hand posture based

circle Use hand to draw a circle hand trajectory based

push Hand fast move from far to near hand trajectory based

rotate Use hand to rotate something fingertip based

scale Use hand to scale something fingertip based

Table 2 Dynamic hand gestures based on static postures

Name 

of 

gesture

Static posture transition

swipe_

up

swipe_

down

swipe_

left

swipe_

right

wave *2 / *2
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(a) swipe_up (right hand) 

(b) swipe_up (left hand) 

(c) swipe_down (right hand) 

(d) swipe_down (left hand) 

(e) swipe_left (left and right hand) 

(f) swipe_right (left and right hand) 

(g) wave (left hand) 

(h) wave (right hand) 

Fig. 8 Transitions of dynamic
hand gestures based on static
postures
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finger are found to locate the RoF. The beginning, farthest and end points of convexity defect
are used to represent the RoF for posture classification are shown in Fig. 4g. To classify eight
sets of static hand postures with different kinds of region of features, the LIBSVM [3] is used
as the SVM classifier for static hand posture classification.

For the purpose of characterizing the dynamic hand gestures, eight sets of static hand
postures are selected to describe the transition, as shown in Fig. 6. For example, the transition
from the palm-open-up-left static hand posture to the palm-open-left-up static hand posture can
be used to describe the swipe_left dynamic hand gesture, as shown in Fig. 7. The proposed
system first extracts the feature descriptors of the hand, and then classifies the hand into
possible postures.

The system uses the contour of the hand between the fingertips of the thumb and the index
finger, including the first dorsal interosseous, as the region of feature (RoF) for posture
classification, as shown in Fig. 4g.

3.3 Dynamic gesture recognition

For embedded system control, the proposed system can recognize ten commonly used
dynamic hand gestures, as shown in Table 1. The gestures can be further divided into three
categories, which include static hand posture based, hand trajectory based and fingertip based
methods. The swipe_up, swipe_down, swipe_left, swipe_right and wave gestures are based on
static hand postures, the circle and push gestures are based on hand trajectories, and the scale,
rotate and drag gestures are based on fingertips.

As stated in 3.2, eight sets of static hand postures are used to detect the dynamic hand
gestures. Five types of dynamic hand gestures can be detected in the proposed system based on
these static hand postures, as described in Table 2. Figure 8 shows the transition of five types
of dynamic hand gestures. These five types of dynamic hand gestures can be adopted by the
static postures flow from both the left and right hands. The transition of two static hand
postures is used to describe the transition of each dynamic hand gesture. For every frame, the
system would generate either zero or one possible static posture. In order to detect the dynamic
gesture, the system used different intervals (up to 60 frames) to determine the swipe_up,
swipe_down, swipe_left and swipe_right gestures with different speed. Each interval was
divided into two subintervals with equal length: previous and recent. The posture for each
subinterval is determined only when more than half of the static hand postures belong to the
same posture, otherwise the posture of this subinterval is considered as unknown. The
swipe_up, swipe_down, swipe_left and swipe_right gestures can be detected when the
transition of two subintervals conforms with Table 2.

Fig. 9 a four samples b five samples c six samples
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In order to detect the circle gesture, we analyze the trajectory of the hand tracking point is
analyzed within a 36-frame interval. As show in Fig. 9, three different settings are used to
determine the circle gesture in the photo type: Four, five and six samples of the hand trajectory
with a 7, 6, and 6-frame gap between two samples, respectively. The circle gesture is detected
according to the distance of x and y axis between every two successive samples and the size of
the polygon region of these samples. Based on the experiments, the distance of x and y axis
between every two successive samples should be larger than 15 pixels. Then, the size of the
polygon region of these samples should be larger than 10,000 pixels and lower than
220,000 pixels. The circle gesture is analyzed by five different users performing the circle
gesture until one of the three methods detect 50 of them. The results of circle gesture analysis
are shown in Table 3. Four samples of hand trajectory with a 7-frame gap each has the highest
recognition rate. Accordingly, four samples with a 7-frame gap each are chosen to obtain the
circle gesture (less than a second). To detect the circle gesture with different speed, six samples
with a 6-frame gap each are chosen to obtain a slow circle gesture (more than one second).

The two commonly used trajectory of push gesture, push then pull and push then stay, can be
detected in the proposed system. Pushmeans the hand moves forward to camera, pullmeans the
hand moves backward from camera and stay means the hand without movements. The system
used the depth difference of the hand tracking point between two consecutive frames to determine
the depth movement. The system used different interval (up to 30 frames) to determine the push
gesture with different speed. For each interval, the accumulated depth differences of the first and
second halves are calculated to determine the posture as either push, stay or pull. The push gesture
would be detected when the interval consists either push and pull or push and stay.

To detect the rotate gesture, the rotation of open hand is used to determine the rotate gesture
as rotate left or rotate right. An ellipse is found around the hand contour and the center of

Fig. 10 Rotate gesture

Table 3 Circle gesture analysis

User Total times 4 samples 5 samples 6 samples

times rate (%) times rate (%) times rate (%)

User 1 66 50 78 % 39 59 % 28 42 %

User 2 58 50 86 % 23 40 % 14 24 %

User 3 88 50 57 % 47 47 % 32 36 %

User 4 57 50 88 % 30 53 % 21 37 %

User 5 68 50 74 % 42 62 % 21 31 %
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ellipse is used as the center of hand, because the position of the center of hand cannot vary too
much when the rotate gesture is performed. When the fingertips of the index finger, middle
finger and ring finger all move from left to right, and the left-most fingertip (the fingertip of
thumb or the little finger) move from down to up and the right-most fingertip (the fingertip of
the little finger or thumb) move from up to down, this rotation is determined as rotate right, as
shown in Fig. 10a. When the fingertips of the index finger, middle finger and ring finger all
move from right to left, and the left-most fingertip (the fingertip of thumb or the little finger)
move from up to down and the right-most fingertip (the fingertip of the little finger or thumb)
move from down to up, we determine this rotation as rotate left, as shown in Fig. 10b. If the
system cannot detect five fingertips, only the fingertips of thumb and the index finger are used
to determine the rotate gesture as rotate left or rotate right. In the proposed system, the rotate
right (left) can be detected when the rotate right (left) is determined four times in a small period.

To detect the scale gesture, an initial posture is used to start the scale gesture, as shown in
Fig. 11 The initial posture can be detected when the number of convexity defect is one and the
distance between the point of hand center and the farthest point of defect is less than 16 pixels.
The distance between two fingertips (red points) are used to determine the scale gesture as scale
up or scale down. In the proposed system, the scale up gesture can be detected when the
distance between two fingertips become longer between every two consecutive frames for six
consecutive frames, and the scale down gesture can be detected when the distance between two
fingertips become shorter between every two consecutive frames for six consecutive frames.

4 Experimental results

We implemented all the proposed algorithms in the C++ programming language and the
experiments were executed on a PC with an Intel i7 3.4 GHz CPU and 16GB memory with

Table 4 Xtion specification [17]
Item Valid range

Depth sensor range 0.8 – 3.5 m

Horizontal field of view 58°

Vertical field of view 45°

Frame Per Second VGA (640×480): 30fps

Depth Resolution VGA (640×480)

Fig. 11 Initial postures of scaling
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palm-open

-up-left 

palm-open

-down-left 

palm-open

-left-down 

palm-open

-right-up 

palm-open

-up-right 

palm-open

-down-righ

t 

palm-open

-left-up 

palm-open

-right-dow

n 

Fig. 12 Examples of the eight dif-
ference static postures
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Windows 7 environment. An ASUS Xtion series depth camera was chosen as the
input device. The input depth images are captured at 30 fps (frame per second), and
the resolution of each frame is 640×480 pixels. Table 4 shows the specification of the
depth camera [17].

4.1 Static postures

The training data set of static postures contains 5,185 samples, which was extracted from depth
images acquired by ourselves, and the LIBSVM [3] is used to generate the classifier. The static
hand posture classification was evaluated in different postures, including the postures in Fig. 6.
Figure 12 show the results of the eight difference postures, and the hand depth and posture type
are shown at the white number and the text. As can be seen in Fig. 12, the system can filter out
the non-RoF (region of feature) than to classify the different postures into the same static hand
posture. Static hand posture classification was tested by video sequences containing eight sets
of posture. Here, we evaluate our performance by Frames, Time (sec), Frame Per
Second (FPS) and Miss Rate (MR). The confusion matrix of static posture recognition
is shown in Table 5. The left-most column in Table 5 means the gesture we
performed and the top row means the gesture classified. The evaluation results are
shown in Table 6, and the proposed system can classify eight kinds of static hand

Table 5 The confusion matrix of static posture recognition

Posture (a) (b) (c) (d) (e) (f) (g) (h)

(a) 0.9606 0 0 0.0043 0 0 0 0

(b) 0 0.9829 0 0 0 0 0 0

(c) 0 0 0.9548 0 0 0 0 0

(d) 0 0 0 0.9456 0.0526 0 0 0

(e) 0 0 0 0 0.9925 0 0 0

(f) 0 0 0 0 0 0.9893 0 0

(g) 0 0 0 0 0 0.0306 0.9645 0

(h) 0 0 0 0 0 0 0 0.9886

(a) up-left (b) down-left (c) left-down (d) right-up (e) up-right (f) down-right (g) left-up (h) right-down

Table 6 Static hand posture performance evaluation

posture Frames Time (sec) FPS MR (%)

Palm-open-up-left 940 32 29.38 3.94

Palm-open-down-left 760 26 29.23 1.71

Palm-open-left-down 420 14 30 4.52

Palm-open-right-up 570 19 30 5.44

Palm-open-up-right 800 27 29.63 0.75

Palm-open-down-right 750 25 30 1.07

Palm-open-left-up 620 21 29.52 3.55

Palm-open-right-down 700 23.5 29.78 1.14
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postures. The miss rates of the posture classification are lower than 6 % and the
average accuracy can achieve about 97 %.

4.2 Dynamic gestures

The dynamic gesture recognition was evaluated in different depths. Table 7 shows the results
of the nine different gestures in Table 1. In all the figures, the white number represents the hand

Table 7 examples of the nine different gestures
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Table 7 (continued)

Fig. 13 Environment for dynamic gesture recognition experiment
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depth and the white text represents the detected gesture. As can be seen in Table 7, the system
can recognize nine different gestures with different depths. The performance of dynamic
gesture recognition is verified by two different persons at 4 different positions with 2 different
depths, as shown in Fig. 13. At every position, user performs every dynamic gestures 20 times.
When the person stays at 1300mms from the camera, the depth of hand is about 700 to
1100mms. When the person stays at 1800mms from the camera, the depth of hand is about
1200 to 1600mms. For gesture interface that allow users to easily control home appliance, we
define the postures used for different dynamic gestures, as shown in Figs. 8, 10 and 11. To
detect the rotate gesture, the system needs to detect at least three fingertips. If a user uses
arbitrary hand posture to perform the dynamic gesture except the rotate gesture, the rotate
gesture can possibly be detected. Accordingly, using postures for dynamic gestures can
exclude the unintentional rotate gesture generated by wave gesture or other gestures except
the rotate gesture. As can be seen in the aforesaid experimental result analyses, the proposed
system can recognize nine different types of dynamic gesture at different depths. The average
accuracy of dynamic gesture recognition can achieve about 87 %. The static hand posture
based methods and fingertip based methods can have good recognition rate in the near range
due to the fitting hand size. The hand trajectory based methods are not affected by the distance,
so the average accuracy of circle and push gesture recognition can achieve about 92 %. The
accuracy of the dynamic gesture recognition is summarize in Table 8, and the average
computation time per frame is 16.32 ms.

5 Conclusions

In this article, we proposed a dynamic hand gesture recognition system using only the depth
information. The proposed system can recognize nine commonly used dynamic hand gestures
for embedded systems. These dynamic hand gestures can be recognized according to several
methods, including static hand posture based methods, hand trajectory based methods and
fingertip based methods. These gestures can be recognized at different positions with different

Table 8 Dynamic gesture recognition performance evaluation

Gesture\user Total Average

swipe_up 138/160 0.86

swipe_down 135/160 0.84

swipe_left 140/160 0.88

swipe_right 142/160 0.89

wave 140/160 0.88

circle 147/160 0.92

push 148/160 0.93

rotate left 136/160 0.85

rotate right 136/160 0.85

scale up 136/160 0.85

scale down 135/160 0.84

Total 1533/1760 0.87
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depths. The proposed system can accurately detect the dynamic hand gestures with an average
recognition rate of 87.6 %, which is good for controlling the embedded systems. In the future
work, we would like to apply the proposed system to many applications such as home
appliance, entertainment and medical systems, etc.
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