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Abstract Most traditional facial expression-recognition systems track facial components
such as eyes, eyebrows, and mouth for feature extraction. Though some of these features
can provide clues for expression recognition, other finer changes of the facial muscles can
also be deployed for classifying various facial expressions. This study locates facial
components by active shape model to extract seven dynamic face regions (frown, nose
wrinkle, two nasolabial folds, two eyebrows, and mouth). Proposed semantic facial
features could then be acquired using directional gradient operators like Gabor filters
and Laplacian of Gaussian. A multi-class support vector machine (SVM) was trained to
classify six facial expressions (neutral, happiness, surprise, anger, disgust, and fear). The
popular Cohn–Kanade database was tested and the average recognition rate reached
94.7 %. Also, 20 persons were invited for on-line test and the recognition rate was about
93 % in a real-world environment. It demonstrated that the proposed semantic facial
features could effectively represent changes between facial expressions. The time com-
plexity could be lower than the other SVM based approaches due to the less number of
deployed features.
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1 Introduction

Interpersonal communication is conducted simultaneously at auditory, visual, and tactile
levels. Auditory communication involves communicating through speaking, whereas visual
communication involves communicating through writing, gestures, and facial expressions.
People communicate their feelings by using these complementary channels. However, facial
expression is the most crucial form of communication.

Facial expression is critical for people expressing their inner feelings, and they are a
nonverbal form of communication. Due to the development of artificial intelligence on
computer–user interaction, the ability of computers to detect emotional change and generate
appropriate feedback can benefit the application and advancement of artificial intelligence. For
example, robots that can communicate concepts with people are more than just tools, because
they can also be used in medical aspect for monitoring changes of the facial expressions of
patients during diagnosis and supplementary care procedures. For digital signage applications,
in addition to counting the number of people and the length of time for which they stay, facial
expression recognition systems can indicate additional clues regarding whether a viewer is a
potential customer. This type of information is valuable for commercial advertisers.

Ekman and Friesen [14] made a pioneering facial expression recognition which provided a
way for current expression recognition researches. The development of image processing and
pattern recognition technologies [49] makes automatic facial expression recognition possible.
In general, a facial expression recognition system could be divided into several modules [35].
First of all, face detection module [2, 20, 22, 40] is to find the face of the subject from captured
image. There might be obstacles that make this detecting process harder due to changes in
environments [46], lighting, or face orientations [52]. Once there is a face found, the feature
extraction module detects whether there is an expression being displayed by tracking facial
muscle changes or deformations of facial components like eyes and lips. Finally, the recog-
nition module classifies the extracted features and a decision is made about the expression
being displayed. Of course the system needs to learn from a database which is trained to detect
expressions regardless of age, sex, and ethnicity.

The majority of work conducted in this field involves 2D imagery. Expression features can
be divided into three categories [49]: deformation features, motion features, and statistical
features. Deformation feature is used to measure the relative distance changes of feature points
[24] or texture changes of feature patches [4] caused by the variety of expressions. Motion
feature [34] is mainly used to track some feature points or patches from a sequence of images
and calculate the movement distance and direction. Statistical features extracted by histogram,
moment invariant, principal component analysis (PCA) [6], or linear discriminant analysis
(LDA) [27], are used to describe the characteristics of expression images.

In order to deal with the problems caused by inherent pose and illumination variations, 3D
and 4D (dynamic 3D) recordings [42] are increasingly used in expression analysis researches
[32, 43]. Moreover, 3D video recordings could capture out-of-plane changes of the facial
surface, or easy to see changes. Research in 3D facial expression analysis is still in its infant
stage, with a large number of works expected in the near future as the current technological
advances allow the easy and affordable acquisition of high quality 3D data. Still, there exist
several issues such as computationally expensive correspondence algorithms and existing
exaggerated 3D expressions databases.

Classification algorithms for facial expression recognition [49] are usually space-based
methods like neural networks [25], support vector machine (SVM) [3, 9, 28, 31, 39, 41], k-
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Nearest-Neighbor (k-NN) [31], AdaBoost method [47], etc. Time and space based methods are
like hidden Markov model (HMM) [33], regression neural network, spatial and temporal
motion energy templates method. To evaluate these classification algorithms is beyond this
study. Here, we discuss the deployed feature vector and the efficiency of the classification
algorithm for expression recognition while using the deployed features.

With regarding the issue about the size of feature vector, it ranges dramatically from the size
of whole image to the size within hundreds or dozens. Of course, the less size of the feature
vector, the lower complexity of the classification algorithm. The difference relies on the
description ability of the deployed features. Thus, reduce the size of the feature vector while
keep high recognition accuracy is one theme of this study. Most researches in facial expression
recognition are focused on the feature extraction and recognition processes by assuming that
the subject face is detected. The other theme of this study is to propose a real-time facial
expression recognition system which integrates all the three modules discussed previously as a
complete system.

The remainder of this paper is organized as follows. Section 2 introduces related studies on
facial expression recognition, Section 3 discusses the proposed semantic facial features for
expressions recognition, Section 4 describes the system architecture and implementation of the
study, Section 5 presents the results and analyses of the study, and Section 6 concludes this
study.

2 Overview of related work

Recently, facial expression recognition has been the main focus of studies on human–machine
interfaces. Fasel and Luettin [15] indicated that deriving facial feature deformation and facial
motion from facial images are crucial stages in analyzing facial expressions. Deformation
extraction or feature extraction can be categorized as image-based [16] and model-based [23]
approaches. There is not a conflict with the feature classifications mentioned in the previous
section. But we change the view point to the adopted features and the extraction mechanisms.

Image-based approaches such as Gabor wavelets [48] and local binary patterns (LBP) [50,
51] involve processing facial images or specific facial regions to extract facial expression
information without using additional facial expression knowledge. Thus, the size of feature
vector is the whole original image or the utilized specific facial regions. LBPs and variations of
LBPs as texture descriptors were even investigated for multi-view facial expression recogni-
tion [29]. Though PCA or LDA [53] could be used to reduce the dimensions of feature vector,
the space complexity is still too large when compared with other methods. Conversely, model-
based approaches mainly involve using facial models to represent facial structures, and
therefore can determine the facial motion and deformation of facial features. However, the
disadvantage of model-based approaches is that most feature points of facial models must be
set manually, which involves relatively complex procedures, such as those involved in the
active appearance model (AAM) [1] and point distribution model [19]. Face and landmark
detection by using cascade of classifiers could be found in [7, 8]. Facial motion typically refers
to optical flow [34, 36], motion modeling, and feature point tracking [45]. The more feature
points used in the model, the more recognition accuracy. However, it must pay for higher space
and time complexity.

Tang et al. [38] used AAM to extract 63 feature points in face and derive four effective
features for expression recognition. The degree of openness of these facial components were
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measured based on their height-to-width ratios. Facial expressions were determined by
multiplying these ratios by their respective weights, and then summing the resulting values.
They classified 4 basic expressions only and the recognition rate is nearly 88 %.

Ou et al. [30] defined 28 feature points proximal to facial components for measuring facial
expression by using 40 Gabor filters comprising five frequency types in eight directions.
Because of the high volume of the derived feature vectors, principal component analysis was
used to reduce the data dimensions, and k-nearest neighbors was subsequently used to
categorize the feature vectors into one of six expression types. However, facial feature
extraction must be set manually and normalized.

Due to the small size of target set, SVM is quite suitable for facial expression recognition.
Bartlett et al. [3] used a bank of Gabor features and selected 200 features per action unit by
AdaBoost. Support vector machine was adopted as the classifier. However, the union of all
features selected for each of the 20 action unit detectors resulted in a total of 4000 features.

Tsai et al. [39] employed angular radial transform (ART), discrete cosine transform (DCT),
and Gabor filter (GF) on face image to extract facial features. The model adopts ART features
with 35 coefficients, DCT features with 64 low-frequency characteristics, and GF features with
40 texture change elements. A SVM is trained to achieve high recognition rate.

Michel et al. [28] defined 22 feature points for automatic tracking. The motions of all the
feature points from neutral to peak expression were measured as a feature vector. Chen et al.
[9] used the feature points displacements and local texture differences between the normalized
neutral and expressive face images for recognition. The combined feature vector contains a 42
dimensional geometric feature vector and a 21 dimensional texture feature vector. The average
accuracy is 95 % using a SVM on the extended Cohn-Kanade database.

Valstar and Pantic [41] located 20 facial points based on Gabor-feature boosted classifiers.
These points are tracked by particle filtering with factorized likelihoods and recognized by a
combination of GentleBoost, SVM, and hidden Markov model. They attain an average AU
recognition rate of 95.3 % on a benchmark set and 72 % when tested on spontaneous
expressions. In addition, Saeed et al. [31] use eight facial points to achieve state-of-the-art
recognition rate using a SVM. However, the expression recognition rate using geometrical
features is adversely affected by the errors in the facial point localization, especially for the
expressions with subtle facial deformations.

There have been several advances in the past few years in terms of feature extraction
mechanisms that use SVM for expression classification. The contribution of this study is
mainly to propose new facial clues and their corresponding facial features for recognition
based on the description of action units from Ekman and Friesen [14]. This study analyzed the
action units to recognize the following six facial expressions: 1) neutral, 2) happiness, 3)
surprise, 4) anger, 5) disgust, and 6) fear as shown in Fig. 1. Based on the various facial
muscles involving facial expressions, the relationships between expression and mood for
effectively detecting facial variations are obtained. The essential feature vector includes both
geometrical properties and facial textures of specific dynamic facial regions. They are of
higher level and more semantic than traditional primitive facial points. Especially, the size of
the feature vector is only six which speeds up the recognition process.

In this study, Adaboost [44] and active shape model (ASM) [10] are used to identify human
faces and locate facial components, respectively, from camera captured images. Subsequently,
Gabor filters [12] and Laplace of Gaussian (LoG) edge detection [37] are adopted to extract
high level dynamic facial features, the proposed semantic facial features, from defined
dynamic facial regions. The semantic features could be quantized from measured directional
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gradients and textures. Support vector machines (SVMs) [11] are then trained to classify the
user facial expressions into one of the six types of expression.

The surveys on facial expression recognition [5, 33, 35, 42, 49] present multi-view of the
advances in this field including the applications of automatic face expression recognizers, the
characteristics of an ideal system, the databases that have been used and the advances made in
terms of their standardization and a detailed summary of the state of the art. Compare with the
state of the art, the proposed system has several advantages: 1) the proposed semantic facial
features are new which include important geometrical properties and texture features of dynamic
facial regions, 2) semantic features could be extracted from directional gradient operators like
Gabor and Log filters, 3) multi-class non-linear SVM executes in less time by semantic features,
and 4) integrated with Adaboost and ASM for real time on-line face detection.

3 Facial expressions analysis and proposed semantic facial features

According to research on facial expressions, the facial action coding system (FACS) [14],
which is a standard method for describing facial expression, was used in this study. Facial
expression in the FACS comprises variations of the upper face (i.e., the forehead, eyebrows,
and eyes) and those of the lower face (i.e., the mouth and nose). These varying facial
components, such as the eyebrows stretching upward or the eyes opening wide, are called
action units, of which 44 have been identified. Figure 2 shows how these action units can be
combined to describe various forms of facial expression.

Fig. 1 The six facial expression types: neutral, happiness, surprise, anger, disgust, and fear from left to right in
this study

Fig. 2 Facial expressions represented as the combination of action units [14]
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This study analyzed the action units to recognize the following six types of facial expres-
sions: 1) neutral, 2) happiness, 3) surprise, 4) anger, 5) disgust, and 6) fear. Based on the
various facial muscles involving facial expressions, the relationships between expression and
mood for effectively detecting facial variations are summarized in Table 1. The facial clues and
their corresponding facial features for recognition are proposed by us based on the description
of action units from Ekman and Friesen [14].

As shown in the last column of Table 1, the semantic features found to be descriptive are 1)
distance between the eyes and eyebrows, 2) mouth width, 3) frown lines between the
eyebrows, 4) bunny lines between the nose and eyes, 5) left nasolabial folds, and 6) right
nasolabial folds. These features include both geometrical properties (1 and 2) and facial
textures (3 to 6) about dynamic facial regions. They are of higher level and more semantic
than traditional primitive facial features while describing facial expressions.

Regarding to the changes between facial components, Euclidean distance was adopted for
the measurement. Firstly, the distance between the eyes and eyebrows (BtoE) is defined as the
distance between the lines formed by connecting the inner corners of the eyebrows (EyeBrowL
and EyeBrowR) and eyes (EyeL and EyeR) which are designated as in Fig. 3. The eyebrows
typically move upward and downward when expressing surprise or fear. The distance between
the center of line (EyebrowL and EyebrowR) as well as the center of line (EyeL and EyeR) is
calculated as the distance between the eyebrows and eyes. Secondly, the width of the mouth to
that of the face, as depicted in Fig. 4, is used for normalization and expressed in Eq. (1).

Featuremouth ¼ Mouthwidth
Facewidth

ð1Þ

Table 1 Facial clues and features for expression recognition

Mood Ekman Description Our observed facial clues Proposed semantic features

Happy cheeks are raised,
lip corners are pulled

obliquely

mouth stretched wide and
upward slightly; nasolabial
folds appear on both
sides between nose and
mouth; cheeks lifted.

ratio of mouth to face width;
textures on both sides of the
nasolabial folds

Angry nostrils raised, mouth
compressed, furrowed
brow, eyes wide open

inner eyebrows extruded
downward; two eyebrows
closed; frown lines appear
between the eyebrows;
mouth closed.

distance between eyebrows and
eyes; distance between
eyebrows; frown lines
between eyebrows;

Surprised eyebrows raised, mouth
opened, eyes opened

inner eyebrows up; chin
downward; mouth
opened big.

distance between eyebrows and
eyes; ratio of mouth width to
face width

Scared eyes opened,
mouth opened,
eyebrows raised,
lip stretch

inner eyebrows up; mouth
corners stretched
downward.

distance between eyebrows and
eyes; ratio of mouth width to
face width

Disgust upper lip raised,
nose wrinkle

nose squeezed up; bunny lines
appear between nose and the
inner corners of eyes; eyebrows
slightly downward; mouth
slightly recessed; upper lip
lifted up.

bunny lines appear between nose
and eyes; distance between
eyes and eyebrows; width ratio
of mouth and face;
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As shown in Fig. 5, the ROIs used for expression recognition are the regions around the
eyebrows, nose wrinkles, and nasolabial folds on both cheeks. These ROIs are adaptable which
could be defined by the feature points extracted byASM.Regarding themeasurement of texture
features, Eq. (2) is applied to calculate the ratio of the total edge pixels count to the area of the
texture regions of interest (ROIs), where the ROIs are the regions after processed with edge
operators. Together with the two relative changes, there are totally six features defined for
recognizing facial expressions. The whole system and functional components including feature
extraction and recognition module are described in more detail in the following section.

Featuretexture ¼

XROIwidth
i¼1

XROIHeight
j¼1

Pixeli; j

ROIArea
; Pixel ∈ Texture Area ð2Þ

4 System architecture

According to the previous discussions, most researches [3, 9, 28, 30, 31, 38, 39, 41] focus on
the classification module of facial expressions without considering face detection module. This
may be due to the challenge caused by complex environments, lighting, or face orientations.
Here, we design the system flowchart, as shown in Fig. 6, which could conquer the mentioned
problems. For each input image, Adaboost [44] which could eliminate the effects caused by
environments and lighting is used to detect the presence of a human face. When a face is
detected, the ASM [10] is used to extract the facial shape and facial components even under
some facial deformations. The ASM feature points are then used to calculate the adaptable
ROIs for semantic facial feature extraction. Setting the ROIs could eliminate many unneces-
sary regions and filter out excessive noises. Afterward, geometric properties are calculated
from the developed feature points and texture features are calculated by deploying multidi-
rectional Gabor filter [12] and LoG [37]. The formed semantic feature vector is used for facial

EyeL EyeR

EyeBrowL EyeBrowR

BtoE

Fig. 3 Inner feature points of eyes and the distance between eyes and eyebrows

Fig. 4 Mouth width and facial width
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expression recognition by a SVM [11] from a neutral expression to any other expression. Each
of the system modules is detailed in the following subsections.

4.1 Face detection

Accurate facial expression recognition depends on robust face detection. The facial
detection method proposed by Viola and Jones [44] and extended by Lienhart and

Fig. 5 The adaptable ROIs
used for feature extraction

Fig. 6 System architecture
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Maydt [26] is adopted as one of the key components in this study. The characteristic of
their methods involves using the black–white Haar-like patterns for identifying eyes on a
face, regardless of skin color. However, false alarms occur when eye-like patterns are
detected. In this study, the ASM [10] is used to position the 75 defined facial feature points
(Fig. 7). False alarms are filtered out if the amount of deformation is greater than a given
threshold.

To build a deformable shape model for various human faces, the ASM is used to detect and
extract facial components. The main advantage of using the ASM is that various targets can be
detected if enough training samples are given. The ASM is described briefly as follows.
Positive samples are used to train the ASM. Figure 3 shows the 75 landmarks used in this
study, including feature points of the face shape, eyebrows, eyes, nose, and mouth. These
feature points are selected manually during training because they involve corner points, high
curvatures, or junction points. Interpolated points are inserted at equal intervals between two
consecutive feature points.

The ASM is built based on the mean shape as shown by Eq. (3) after completing all of
the training processes. From all the training data and mean shape, a covariance matrix S of
2n×2n could be calculated. By singular value decomposition of the covariance matrix,
Eigen-system consists of Eigenvalue λ(λ1, λ2,…, λ2n) and Eigenvector P(P1, P2, …, P2n)
was obtained.

x ¼ xþ Pb; ð3Þ
where b is a variable for the feature vector. The ASM varies according to the changes in b,
as shown in Eq. (4), where m=2~3. The range of scope b is verified from a set of known
shapes x, as expressed in Eq. (5), where P must be of a square matrix to ensure that the
transpose matrix of P exists.

−m
ffiffiffiffi
λi

p
≤ bi ≤ m

ffiffiffiffi
λi

p
ð4Þ

b ¼ PT x − xð Þ ð5Þ
Before the first change, b was set to zero to obtain the target shape that is equal to the mean

shape. The shape of the ASM could then be changed by modifying b. Furthermore, shape and
position parameters could be adjusted to change the rotation angle and scaling factor for a

Fig. 7 The 75 defined ASM feature points. a Face shape consists of 22 feature points. b Facial components
consist of 53 feature points
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deformable ASM, as expressed in Eqs. (6) and (7), where s is the scaling factor, θ is the
rotation angle, and (Tx, Ty) is the translational offset.

x ¼ A pð Þ ⋅ xþ Pbð Þ ð6Þ

A pð Þ ¼ scosθ −ssinθ
ssinθ scosθ

� �
þ Tx

Ty

� �
ð7Þ

4.2 Semantic facial features extraction

To extract the semantic facial features accurately, seven adaptable ROIs (Fig. 5) are calculated
according to the ASM feature points. These ROIs are scalable, relative to the size of a detected
face, thereby saving processing time and reducing noises. Among extracted facial components
and shapes, eyebrows and mouth are particularly different when people exhibit various facial
expressions. The relative changes of eyebrows and mouth are measured from a neutral position
to any given facial expression.

Regarding wrinkles, the nasolabial folds, nose wrinkles, and frown wrinkles are the most
prominent. This study employ directional Gabor filter to detect eyebrows and nasolabial folds on
both cheeks, and a LoG operator is used to detect the edges of the mouth, nose wrinkles, and
frownwrinkles. Dynamic facial texture could thus be measured. The semantic features including
some geometric properties and dynamic facial textures differ from those surveyed in Section 2.
Due to the high level descriptive ability of the features, we call them semantic features.

Based on the directional changes of dynamic facial textures, the Gabor filter is used to
detect 0°, 45°, and 135° edges of the previous set of ROIs. Because both the mouth and
eyebrows are horizontal, the 0° Gabor filter is used. The dynamic facial textures on both
cheeks, such as those of nasolabial folds, are mostly diagonal; therefore, the 45° and 135°
Gabor filters are used. The other parameters (γ, σ), wave length and scale at orthogonal
directions, are set as (1, 6.28) when the distance between user and camera is around 30~50 cm.
Figure 8 shows the detection results of the Gabor filters with various orientations.

Because the Gabor filters are less effective in detecting the upper and lower jaw move-
ments, this study employs LoG edge detection to extract the mouth shape (Fig. 9a), nose
wrinkles (Fig. 9b), and frown lines (Fig. 9c). After the 8-directional connected components
[17] are identified, the eyebrows and mouth which have larger area are identified as the larger
components. Noises such as scars, moles, facial hair, and acne around the mouth area could be
removed effectively.

Fig. 8 Resulting images after Gabor filter using phase angle (a) 0° on facial components, and (b) 45° and 135°
on both cheeks
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4.3 Facial expression classification

A feature vector extracted from the previous module is classified by the SVM into one of the
following six facial expression types (Fig. 1): 1) neutral, 2) happiness, 3) surprise, 4) anger, 5)
disgust, and 6) fear. SVM is adopted as the recognition engine because of its efficiency and
nonlinear classification capability, which could effectively reduce the probability of classifi-
cation errors.

Cortes and Vapnik [11] developed an SVM as a machine learning system based on
statistical theory. SVMs can be used to solve nonlinear and high-dimensional problems in
finite samples. Supervised learning is the machine learning task of inferring a function from
labeled training data. In a linear division environment, SVMs can use hyper-planes directly for
classification. However, most problems arise from nonlinear division environments. To solve
this problem of data classification, Cortes and Vapnik proposed using a kernel function to
transform primary data at lower dimensions for forming a higher-dimension feature space to
identify a linear hyperplane in that higher dimension. Thus, data points that cannot be
classified using linear functions can be categorized using a hyperplane in a high-
dimensional feature space. Equation (8) expresses the function for classifying data transformed
in higher dimension:

f xð Þ ¼ sgn
Xn
i¼1

αiyik xi; xð Þ þ b

 !
; ð8Þ

0≤αi≤C; i ¼ 1;…; n ð9Þ
where αi is a Lagrange multiplier and k(xi, x) represents the kernel function of the conversion to
a high dimension, C is a parameter used to model the soft margin to choose a hyperplane that
splits the examples as cleanly as possible, b is the offset derived from the support vectors, and n
is the number of training samples. The radial basis function expressed in Eq. (10) was selected
as the kernel function for its classification capability involving nonlinear and high dimensional
data. Subsequently, the derived feature vector is identified using this nonlinear SVM.

k xi; x j
� � ¼ exp −γ xi−x j

�� ��2� 	
; γ≻0 ð10Þ

Intuitively, the parameter γ defines how far the influence of a single training example
reaches and parameter C trades off misclassification of training example against simplicity of
the decision surface. Therefore, the parameters (C, γ) require adjustment. It is not known

Fig. 9 LoG edge detection on dynamic ROIs. a Mouth ROI. b Nose wrinkle ROI. c Nasolabial ROI
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beforehand which (C, γ) are good for a given problem. Consequently, a grid-search on
(C, γ) using cross-validation is usually adopted to find the best parameters so that the classifier
can accurately predict unknown data. Trying exponentially growing sequences of (C, γ) is often
a practical method to identify good parameters (for example, C∈{2−5, 2−3, …, 213, 215} and
γ∈{2−15, 2−13, …, 21, 23}. To avoid doing a complete grid-search which is time-consuming,
we adopt the technique proposed by Hsu et al. [18] to search using a coarse grid first. After
identifying a better region on the grid, a finer grid search on that region can be conducted. From
the experimental results, (C, γ)=(3, 0.0625) is found to have the best performance.

The dominant approach for forming a multiclass SVM is to reduce the single multiclass
problem into multiple binary classification problems [13]. They distinguish (i) between one of
the labels and the rest (one-versus-all) or (ii) between every pair of classes (one-versus-one).
Classification of new instances for the one-versus-all case is done by a winner-takes-all
strategy, in which the classifier with the highest output function assigns the class. For the
one-versus-one approach, classification is done by a max-wins voting strategy, in which every
classifier assigns the instance to one of the two classes, then the vote for the assigned class is
increased by one vote, and finally the class with the most votes determines the instance
classification. For simplicity, classification of instances is done by a winner-takes-all strategy.
Therefore, we have totally six SVMs for expression recognition.

5 Experimental results and analysis

The proposed facial expression recognition system was implemented on a personal computer
(Intel® Core™2 Q6600, 2 GB RAM). A Logitech portable QuickCam Pro 9900 was deployed
as the input device to capture 320×240-pixel images. For portability, the software was
developed in C programming language using MS Visual Studio 6.0 with image processing
library OpenCV 1.1 installed under environment of Microsoft Windows XP. The goal of this
study is to design a real-time robust human–machine interface with facial expression recog-
nition capabilities. The left most image in Fig. 10 shows the user interface in which the user
could start or stop the system. The recognition result is indicated by the corresponding
expressional graphic icon. A text box is also used to display a textual description of the facial
expression recognition for verification and log.

The facial expressions of 20 persons (18–26 years old) were tested. Each person was
required to perform six expressions 50 times. For the training data, 10 images per expression
per person were used (totally 20×6×10=1200 feature vectors), and the remaining images were
used for testing (total number of test images, 20×6×40=4800). Table 2 lists the recognition
results. The recognition rate for neutral expressions was 100 %, and the average expression
recognition rate reached 93.08 %. Figures 10 and 11 show some of the successful results and
also the recognition errors, respectively. Figure 11a shows that most of the erroneous cases
involve eyebrows that were occluded by hair thereby inhibit the feature point extraction. As
shown in Fig. 11b, the Bangry^ expression was not identified because of variations in the
eyebrows, and the frown lines were too minor even for human observation. The comparatively
low rates of successfully recognizing the Bdisgust^ (Fig. 11c) and Bfear^ (Fig. 11d) expressions
were because these expressions were psychological emotions that differ among people.

To test the capability of the trained SVMs, another experiment was conducted using the same
trained SVMs on 20 different unseen individuals during the training. By testing 20 images per
expression per person, Table 3 shows the classification rates which are a little lower than those in
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Table 2. This may be due to the displayed facial expressions were not obvious or exaggerated.
With regarding this issue, some finer expression changes of individuals may not be easily
detected. However, one way to improve the accuracy could seek to higher resolution camera.

Fig. 10 Some successful results. a Neutral. b Happy. c Angry. d Surprised. e Disgusted. f Fear

Table 2 Classification rates on self-collected data

Out N H S A D F RR
(%)

ARR
(%)In

N 800 0 0 0 0 0 100 92.95

H 26 754 0 12 0 8 94.3

S 0 0 769 0 0 31 96.1

A 41 0 0 724 35 0 90.5

D 45 0 0 51 704 0 88.0

F 38 31 0 21 0 710 88.8

N neutral, H happy, S surprised, A angry,D disgusted, F afraid, RR recognition rate, AAR average recognition rate
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This study employed the Cohn–Kanade AU-coded facial expression database [21] to verify
the system performance. This database is typically used in facial expression recognition
research. The database comprises 486 image sequences of 97 university students (18–30 years
old), including expressions such as neutrality, happiness, surprise, anger, disgust, fear, and
sadness. Each sequence begins with a neutral expression and ends with the target facial
expression. Each trainee was required to perform single or compound actions. After filtering
unavailable sequences and sad expressions, we retained 341 sequences as in Table 4 for the
experiments. Among these, 20 images per facial expression were used for training data (20×6
feature vectors), and the remaining 221 images were used for test data. Table 5 shows
examples of some of these images, and Table 6 shows the recognition results, in which the
recognition rate was 100 % for neutral expression and the average recognition rate reached
94.7 %. Some errors occurred because the lighting on the face was not uniform, thereby
causing incorrect image extraction. Regarding the Bangry^ facial expressions, some people
performed minor movements with their eyebrows, and no frown lines were observed. The
errors for the Bafraid^ facial expressions were because the eyebrows did not move.

Not only the semantic features developed are different from those proposed in previous
studies but also the size of feature vector is quite smaller. Table 7 gives the comparisons based
on the adopted features, size of feature vector, recognition mechanism, and recognition rates of
some recent papers using SVM on the same CK database. With regarding the issue about real
time processing, most surveyed approaches could be executed promptly with results. However,
the size of feature vector surveyed in Table 6 ranges from 20 to 200. Due to the high level
descriptive ability of proposed semantic features, ours is only 6. This alleviates the complexity
of the kernel function of SVM for feature transformation and speeds up the recognition process
while maintaining good recognition accuracy.

Fig. 11 Some recognition errors. a Eyebrows could not be identified. b Angry face of small variations from
neutral. c Disgust face. d Scared face

Table 3 Classification rates on unseen individuals

Out N H S A D F RR
(%)

ARR
(%)In

N 385 5 3 7 0 0 96.25 91.0

H 20 368 0 8 0 4 92.0

S 5 0 370 4 2 19 92.5

A 23 0 0 355 22 0 88.75

D 16 0 0 28 356 0 89.0

F 21 16 0 13 0 350 87.5

N neutral,H happy, S surprised, A angry,D disgusted, F afraid, RR recognition rate, AAR average recognition rate
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Due to the different software/hardware issues, the speed comparison is not easily done. We
choose to do complexity analysis of SVM algorithm. To keep the computational load
reasonable, the transformation kernel function used by SVM schemes are designed to ensure
that dot products or differences (Eq. (10)) be computed easily in terms of the variables in the
original space. Thus, the time complexity of SVM in Eq. (8) isO(n×m), where n is the number
of training samples and m is the size of adopted feature vector. By reduction the size of the
feature vector to k, the speed up factor is m/k. Note that the complexity referred here is for
classification and the complexity of the training is different. Also, the classification time
depends on the number of support vectors (with non-zero Lagrange multipliers), and this is
much smaller than n. On the other hand, our accuracy is not the highest though, it still
comparable to the top ones. Note that the recognition rate is not absolute because the selected
test set from CK database may not be totally the same.

As to error analysis, false positive faces would occur by Adaboost based face detection. In
this situation, the ASM was used to position the 75 defined facial feature points. False alarms
are filtered out if the amount of deformation is greater than a given threshold. Still, from the
experimental results as shown in Fig. 11, most of the erroneous cases involve eyebrows that
were occluded by hair thereby inhibit the feature point extraction. In this situation, the trained
SVM could only tolerate the errors to a certain degree.

6 Conclusion

Previous studies have adopted entire facial images [6, 23, 48, 50, 51] or have manually set
feature points [19, 29, 34, 38] for classifying expressions. Although these methods have
generated satisfactory results, they are neither rapid nor automatic. Most state of the art adopt

Table 4 Cohn-Kanade AU-coded facial database

Types N H S A D F Subtotal

Training 20 20 20 20 20 20 120

Testing 63 55 51 15 16 21 221

Subtotal 83 75 71 35 36 41 341

Table 5 Part of the facial expressions (640×490) from Cohn-Kanade database

N H S A D F
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geometric features of facial components (include displacement vectors) and texture character-
istic of facial components detected by edge operators like Gabor and Canny separately.
Though some works integrate both kinds of features but they did on different facial regions
from ours and by different classification mechanisms.

In this study, we extract semantic features including relative changes of facial components
and dynamic facial textures of frown lines, nose wrinkles, and nasolabial folds for facial
expression recognition. For clarity, the semantic features are 1) distance between the eyes and
eyebrows, 2) mouth width, 3) frown lines between the eyebrows, 4) bunny lines between the
nose and eyes, 5) left nasolabial folds, and 6) right nasolabial folds. These features include
both geometrical properties (1 and 2) and facial textures (4 to 6) about dynamic facial regions.
They are of higher level and more semantic than traditional primitive facial points while
describing facial expressions. The recognition targets are six types of facial expression
including neutral, happy, surprised, angry, disgusted, and scared.

To achieve the goals covered in [26, 33, 35, 42, 49] to be a complete robust system in real-
time, this study integrates all the three modules [35] together such that subjects in images could
be detected and recognized concurrently. Firstly, face detection is conducted using the robust
Adaboost which is proved to be less sensitive to the lighting and illumination changes. Next,
the ASM is trained to identify the human face and calibrates facial components. Subsequently,

Table 6 Classification rates on public Cohn-Kanade database

Out N H S A D F Total RR
(%)

ARR
(%)In

N 63 0 0 0 0 0 63 100 94.7

H 3 52 0 0 0 0 55 94.5

S 0 0 49 2 0 0 51 96.1

A 1 0 0 14 0 0 15 93.3

D 0 0 0 1 15 0 16 93.8

F 0 1 0 1 0 19 21 90.5

Table 7 Comparisons with current state of the art using SVM on CK database

Recent works
on CK database

Features Feature
vector
size

Classification

Mechanisms

Kernel fun. &
and parameter
selection

Average
recognition
rate (%)

Bartlett et al. [3] Gabor wavelets 200 Linear SVM &
AdaBoost

Polynomial 90.9 %

Tsai et al. [39] SQI+Sobel+DCT
+ART+GF

139 Nonlinear
SVM

10-fold cross-
validation

97.15 %

Michel & Kaliouby [28] Facial points 22 Nonlinear SVM RBF 87.9 %

Chen et al. [9] Facial points and
local textures

63 ASM+Nonlinear
SVM

RBF 95 %

Valstar & Pantic [41] Facial points 20 SVM & HMM RBF 91.7

Saeed et al.
[31]

Geometrical
features

8 Nonlinear SVM RBF 83.01 %

Proposed method Semantic features 6 ASM+Nonlinear
SVM

RBF and coarse
to fine selection

94.7 %
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Gabor filters and LoG edge detection are used to extract the semantic features from defined
dynamic adaptable facial ROIs. A one-versus all multi-class non-liner SVM is then used to
classify facial expressions into one of the six types of expression. From experimental results,
the average classification accuracy of facial expressions was 93.08 % for the test of 20 persons
from on-line video sequences. A Cohn–Kanade AU-coded facial expression database was also
used to verify the system, and the average recognition rate was 94.7 %, thereby demonstrating
the feasibility of the proposed system.

For all the surveyed papers, the experiments were all conducted on a standard test set and
some self-recorded set. From the test set, some expressions seem exaggerated. This is because
the subject is asked to perform an expression which tends to be unnatural and sometimes over
exaggerated. The situation is more common in 3D data as discussed in [42] for the depth
information is not fine enough. Even some experiments are done on natural data set; the
problem still exists to need a standard test set that is recorded under natural environments. This
is listed as one of the future work since the issue tends to capture natural facial expressions by
means of someway like telling a joke is beyond our scope.
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