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Abstract Histogram modification (HM) is an efficient technique for reversible data embed-
ding (RDE) into stereo H.264 video. Nevertheless, in the traditional HM, the value of a
coefficient is singly modified for embedding data, i.e., the relationships among coefficients are
not considered. In this paper, to make full use of the correlation between two coefficients, we
present a novel two-dimensional (2D) HM strategy for stereo H.264 video. Firstly, two
quantized discrete cosine transform (QDCT) alternating current (AC) coefficients are random-
ly selected from each embeddable 4×4 luminance block. The values of coefficient pairs are
classified into nonoverlapping sets. According to the sets of coefficient pairs, the generated 2D
histogram is modified to embed data. When the value of one QDCTAC coefficient is modified
by adding or subtracting 1, only one data bit at most could be hidden by using the traditional
HM, whereas up to three bits of information can be simultaneously embedded by employing
the proposed scheme. The better capacity-distortion performance of the proposed strategy is
proved by experiments.

Keywords Reversibledataembedding.Reversibledatahiding.Histogrammodification .Stereo
H.264 video

1 Introduction

Reversible data embedding (RDE) algorithm is a promising technology which can be
used to hide information into a digital medium in a reversible manner. The original
medium can be completely recovered after the hidden data has been extracted [1].
Therefore, RDE methods can be applied in the legal, the military, and the medical fields,
where any permanent distortion due to hiding information is intolerable [2]. H.264 is a
state-of-the-art video compression standard and has become the most widely deployed
video codec. At the H.264 encoder, a residual pixel block is obtained by subtracting a
prediction block from its original pixel block in YCbCr (YUV) video. After lossy
compression (discrete cosine transformation (DCT) and quantization), the residual block
becomes a quantized DCT (QDCT) block, which has one direct current coefficient and
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some alternating current (AC) coefficients. After entropy encoding (lossless compres-
sion) of each QDCT macro block (MB), YUV video is encoded into an H.264 video.
Therefore, the information hidden by changing QDCT coefficients can be fully extracted
after entropy decoding. It is the most common to embed data into QDCT coefficients, but
the distortion caused by hiding data will spread and accumulate (called distortion drift).
When RDE techniques are used for video, we can save and enjoy important videos
without information and distortion caused by hiding data. Consequently, there will not be
too many network videos with secret information so that it is difficult for others to find
stego cover. In addition, RDE methods can also be used for video error concealment
[3–5].

It is necessary that RDE algorithms assure large capacity and low distortion, which
are two competitive factors. A higher embedding capacity will generally result in a
higher degree of distortion. Recently, in order to hide more capacity of information with
lower distortion of carrier, many researchers have presented various RDE tactics such as
lossless compress based methods [6–8], integer transform based methods [9–12], differ-
ence expansion based methods [3, 13–22], and histogram modification (HM, also called
histogram shifting) based methods [4, 5, 23–35]. Among these schemes, the difference
expansion based methods and the HM based methods are two leading techniques which
could be used for video RDE [3–5, 17, 20, 22].

In the difference expansion based RDE algorithm presented by Tian [13], the
original image is split into pixel pairs, and the difference between two neighboring
pixel values is doubled to hide one data bit. In order to solve the overflow and the
underflow problems, all expandable locations are recorded by a location map, which
is used by most RDE methods. On this basis, Alattar [14] generalized the difference
expansion method to three or four pixels. In addition, Kamstra and Heijmans [15]
used Low-pass image to predict expandable locations in order that the location map
can be compressed.

In typical HM based RDE algorithm, data is embedded into the peak points of the
histogram of a medium [4, 23]. In order to embed one data bit, the value of each pixel is
changed at most by adding or subtracting 1, which limits the distortion induced by
embedding information. The quantity of embeddable data bits depends on the pixel
number of the peak point in the histogram. Li et al. [31] proposed a general framework
of HM based RDE. A shifting function and an embedding function could be easily
designed for a RDE method.

However, for RDE algorithms based on conventional HM, when 1 is added to or subtracted
from the carrier, only one information bit could be hidden at most. Additionally, different from
image RDE, the distortion drift caused by embedded information will vastly affect the video
quality [36, 37]. In order to solve this limiting problem of the capacity-distortion performance
and the embedding efficiency, an efficient two-dimensional (2D) HM strategy uniting a pair of
QDCT AC coefficients is proposed for stereo H.264 video in this paper. The main contribu-
tions of this work are as follows. First, when 1 is added to or subtracted from the value of one
QDCTAC coefficient, three data bits at best could be hidden by using the presented method.
Second, we embed data into 4×4 blocks which meet our conditions to avoid intra-frame
distortion drift. Third, random selection of embeddable blocks and coefficients reduces the
statistical distortion.

The remainder of the paper is organized as follows. Section 2 introduces the main idea of
HM. In Section 3, the proposed scheme and its implementation details are described. Exper-
imental results validating the effectiveness of our scheme are shown in Section 4. Last,
Section 5 draws conclusions.
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2 2D HM based RDE scheme

The distribution of QDCT coefficients is shown in Table 1. The probability of zero coefficients
is denoted as p0. For the nine test videos, p0 is between 82.87 and 99.39 %. The value of
overwhelming majority of QDCT coefficients is zero, which indicates that the QDCT coeffi-
cient histogram is very sharp. Accordingly, good embedding performance can be achieved by
using HM to hide information into QDCT coefficients.

Figure 1 shows a 4×4QDCT luminance blockwith zigzag scan, which is a specific sequential
ordering of transform coefficient levels from the lowest spatial frequency to the highest. In the 4×
4 QDCT block, Y0 is a direct current coefficient, Y1, Y2,…, and Y5 are AC coefficients in the low
frequency area. Most energy of a block is stored in Y0 and low frequency area. Coefficients in
high frequency such as Y13, Y14, and Y15 have little energy. Embedding data into high frequency
area causes less impact on the video quality compared with hiding data into low frequency area.
However, less statistical distortion can be gained by hiding information into the low frequency
area compared with embedding data into the high frequency region. Users can choose different
embeddable coefficients according to different application environments. For example, low
frequency region could be utilized by covert communication for strong capability of avoiding
detection; high frequency region could be used to hide motion vectors for error concealment.

2.1 Usual HM

According to Ni et al.’s HM algorithm [23], data could be embedded into QDCT coefficient
through shifting one-dimensional (1D) coefficient histogram. The embedding procedure is
shown by Fig. 2 and (1), where Ys1 is the s1th QDCT coefficient in a 4×4 QDCT luminance
block, Ys1

′ is the marked QDCT coefficient, andmi ∈ {0,1} is a to-be-hidden data bit. When the
value of QDCT coefficient Ys1 is 0 or −1, a data bit can be hidden.

Y s1
0 ¼

Y s1; if Ys1 ¼ 0 or −1ð Þ ∧ mi ¼ 0ð Þ
1; if Y s1 ¼ 0ð Þ ∧ mi ¼ 1ð Þ
− 2; if Y s1 ¼ −1ð Þ ∧ mi ¼ 1ð Þ
Y s1 þ 1; if Y s1 > 0
Y s1− 1; if Y s1 < − 1

8>>>><
>>>>:

ð1Þ

Table 1 Average percent (%) of different QDCT coefficient values in each P0 frame

Sequences The value of QDCT coefficient

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6

Akko&Kayo 0 0 0 0.01 0.07 1.53 96.86 1.41 0.1 0.01 0 0 0

Ballroom 0 0.01 0.02 0.07 0.3 2.87 93.27 2.94 0.38 0.1 0.03 0.01 0

Crowd 0 0.01 0.04 0.11 0.45 4.05 90.64 3.97 0.52 0.14 0.05 0.02 0.01

Exit 0 0 0.02 0.06 0.24 2.1 95.1 2.15 0.24 0.05 0.03 0.01 0

Flamenco 0 0 0.01 0.04 0.2 2.44 94.52 2.51 0.24 0.04 0.01 0 0

Objects 0 0.05 0.14 0.34 1.12 6.57 82.87 7.21 1.11 0.32 0.18 0.06 0.02

Race 0.01 0.02 0.05 0.11 0.5 4.25 89.62 4.76 0.52 0.11 0.04 0.02 0.01

Rena 0 0 0 0 0 0.35 99.39 0.25 0 0 0 0 0

Vassar 0 0 0.01 0.03 0.23 3.15 93.13 3.14 0.26 0.04 0.01 0 0
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Accordingly, the information could be extracted from the marked QDCT coefficient Ys1
′

based on the extracting procedure:

1. if Ys1
′ =0 or −1, the original coefficient Ys1=Ys1′ , and the extracted data bit mi=0.

2. if Ys1
′ =1 or −2, the original coefficient Ys1 = Ys1

′ −1, and the extracted data bit mi=1.
3. if Ys1

′ >1, there will be no hidden data bit, and the original coefficient Ys1=Ys1
′ −1.

4. if Ys1
′ <−2, there will be no hidden data bit, and the original coefficient Ys1=Ys1

′ +1.

In this scheme, the 1D coefficient histogram is defined by

h r1ð Þ ¼ # Y s1

���Y s1 ¼ r1
n o

; ð2Þ

where # is the cardinal number of a set, r1 is an integer.
The embedding capacity denoted as EC is

EC ¼ h 0ð Þ þ h −1ð Þ: ð3Þ
For QDCT coefficients, the embedding distortion denoted as ED in terms of l2-error can be

formulated as

ED ¼ 1

2
h 0ð Þ þ 1

2
h −1ð Þ þ

X−2
r1¼−∞

h r1ð Þ þ
Xþ∞

r1¼1

h r1ð Þ: ð4Þ

The usual 1D HM [23] could be employed in 2D HM, where 2D histogram is defined as

y r1; r2ð Þ ¼ # Y s1; Y s2ð Þ
���Y s1 ¼ r1; Y s2 ¼ r2

n o
; ð5Þ

where Ys2 is the s2th QDCT coefficient in a 4×4 QDCT luminance block, r2 is an integer.
Selecting two QDCT coefficients Ys1 and Ys2, the sender could embed a data bit into each
coefficient as 1D HM shown in Fig. 2. Then the mapping of coefficient pairs could be
demonstrated by Fig. 3, where data is singly embedded into each coefficient all the same.
For example, when the value of the QDCTcoefficient pair (Ys1, Ys2) is (0,1), in the 1D HM, the

Fig. 1 A 4×4 QDCT luma block with zigzag scan
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value of QDCT coefficient Ys1 is expanded to 0 or 1 for hiding a data bit mi∈{0,1}, and the
value of QDCT coefficient Ys2 is shifted to 2. Accordingly, in the 2D HM, the value (0, 1) of
QDCTcoefficient pair (Ys1, Ys2) will be expanded to (0, 2) if the information bitmi is 0, and (1,
2) when mi is 1.

2.2 Presented 2D HM

2.2.1 Data embedding scheme

In the customary 2D HM, each QDCT coefficient is separately modified for hiding a data bit,
which is not efficient enough for embedding information. In order to improve the capacity-
distortion performance and the embedding efficiency, we present a novel 2D HM illustrated in
Fig. 4. The set of all the points shown in Fig. 4 is denoted as A, which is divided into nineteen
subsets denoted as A1, A2,…, and A19 for comparing the embedding capacity and distortion in
Section 2.2.2 (in fact, the set A just needs to be divided into thirteen subsets for hiding data).
These sets are defined as follows:

A1={(0, 0)}
A2={(Ys1, 0) | Ys1>0}
A3={(−1, 0)}
A4={(Ys1, 0) | Ys1<−1}
A5={(0, 1)}
A6={(0, −1)}
A7={(0, 2)}
A8={(0, −2)}

Fig. 3 Conversion of QDCT coefficient pairs in customary 2D HM

Fig. 2 Conversion of QDCT coefficients in usual 1D HM
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A9={(0, Ys2) | Ys2>2}
A10={(0, Ys2) | Ys2<−2}
A11={(Ys1, Ys2) | Ys1>0, Ys2>0}
A12={(Ys1, −1) | Ys1>0}
A13={(Ys1, Ys2) | Ys1>0, Ys2<−1}
A14={(−1, Ys2) | Ys2>0}
A15={(Ys1, Ys2) | Ys1<−1, Ys2>0}
A16={(−1, −1)}
A17={(Ys1, −1) | Ys1<−1}
A18={(−1, Ys2) | Ys2<−1}
A19={(Ys1, Ys2) | Ys1<−1, Ys2<−1}

According to the set which the value of the QDCT coefficient pair (Ys1, Ys2) belongs to, we
aim to embed information bits as many as possible at the same time. The embedding procedure
could be described as follows:

1. if the QDCT coefficient pair (Ys1, Ys2) ∈ A1, the marked coefficient pair denoted by (Ys1
′ ,

Ys2
′ ) will be

Y
0
s1; Y

0
s2

� �
¼

Ys1; Ys2ð Þ ; if mimiþ1 ¼ 01
Ys1 þ 1; Y s2ð Þ; if mimiþ1 ¼ 10
Ys1; Ys2 þ 1ð Þ; if mimiþ1 ¼ 11
Ys1−1; Y s2ð Þ ; if mimiþ1miþ2 ¼ 000
Ys1; Ys2−1ð Þ ; if mimiþ1miþ2 ¼ 001

8>>>><
>>>>:

ð6Þ

Fig. 4 Conversion of QDCT coefficient pairs in the proposed 2D HM
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2. if the coefficient pair (Ys1, Ys2) ∈ A2, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼

Y s1; Y s2−1ð Þ ; if mi ¼ 1
Y s1 þ 1; Y s2ð Þ; if mimiþ1 ¼ 00
Y s1; Y s2 þ 1ð Þ; if mimiþ1 ¼ 01

8<
: ð7Þ

3. if the coefficient pair (Ys1, Ys2) belongs to A3 or A4, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼

Y s1; Y s2−1ð Þ ; if mi ¼ 1
Y s1−1; Y s2ð Þ ; if mimiþ1 ¼ 00
Y s1; Y s2 þ 1ð Þ; if mimiþ1 ¼ 01

8<
: ð8Þ

4. if the coefficient pair (Ys1, Ys2) ∈ A5, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼ Y s1; Ys2 þ 1ð Þ ; if mi ¼ 0

Y s1 þ 1; Y s2 þ 1ð Þ; if mi ¼ 1

�
ð9Þ

5. if the coefficient pair (Ys1, Ys2) ∈ A6, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼ Y s1; Y s2−1ð Þ ; if mi ¼ 0

Y s1 þ 1; Y s2−1ð Þ; if mi ¼ 1

�
ð10Þ

6. if the coefficient pair (Ys1, Ys2) ∈ A7, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼ Y s1; Ys2 þ 1ð Þ; if mi ¼ 0

Y s1−1; Y s2ð Þ ; if mi ¼ 1

�
ð11Þ

7. if the coefficient pair (Ys1, Ys2) ∈ A8, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼ Y s1; Y s2−1ð Þ; if mi ¼ 0

Y s1−1; Ys2ð Þ; if mi ¼ 1

�
ð12Þ

8. if the coefficient pair (Ys1, Ys2) ∈ A9, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼

Y s1−1; Y s2ð Þ if mi ¼ 1
Y s1 þ 1; Y s2ð Þ; if mimiþ1 ¼ 00
Y s1; Y s2 þ 1ð Þ; if mimiþ1 ¼ 01

8<
: ð13Þ

9. if the coefficient pair (Ys1, Ys2) ∈ A10, the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼

Y s1−1; Y s2ð Þ ; if mi ¼ 1
Y s1 þ 1; Y s2ð Þ; if mimiþ1 ¼ 00
Y s1; Y s2−1ð Þ ; if mimiþ1 ¼ 01

8<
: ð14Þ

10. if the coefficient pair (Ys1, Ys2) belongs to A11, A12, A13, A14, A15, A16, A17, A18 or A19, no
message could be hidden, and the marked coefficient pair will be

Y
0
s1; Y

0
s2

� �
¼

Y s1 þ 1; Y s2 þ 1ð Þ; if Y s1; Y s2ð Þ ∈ A11

Y s1 þ 1; Y s2−1ð Þ ; if Y s1; Y s2ð Þ ∈ A12∪ A13

Y s1−1; Y s2 þ 1ð Þ ; if Y s1; Y s2ð Þ ∈ A14∪ A15

Y s1−1; Y s2−1ð Þ ; if Y s1; Y s2ð Þ∈A16∪A17∪A18∪A19

8>><
>>:

ð15Þ

The value of the marked coefficient pair may belong to a new set. The receiver could
extract the information and fully restore the video according to the reverse process of Fig. 4.
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2.2.2 Embedding capacity and distortion

The embedding capacities of the presented 2D HM and the customary 2D HM, denoted as
ECpre and ECcus, can be computed by

ECpre ¼ 9

4

X
Ys1;Ys2ð Þ∈A1

y Y s1; Y s2ð Þ þ 3

2

X
Ys1;Ys2ð Þ∈A2∪A3∪A4∪A9∪A10

y Y s1; Y s2ð Þ þ
X

Ys1;Ys2ð Þ∈A5∪A6∪A7∪A8

y Y s1; Y s2ð Þ;

ð16Þand

ECcus ¼ 2
X

Ys1;Ys2ð Þ∈A1∪A3∪A6∪A16

y Y s1; Y s2ð Þ þ
X

Ys1;Ys2ð Þ∈A2∪A4∪A5∪A7∪A8∪A9∪A10∪A12∪A14∪A17∪A18

y Y s1; Y s2ð Þ: ð17Þ

According to (16) and (17), we can infer the difference of embedding capacity between the
presented 2D HM and the conventional 2D HM by

ECpre − ECcus

¼ 1

4
∑

Ys1;Ys2ð Þ∈A1

y Y s1; Ys2ð Þ þ 1

2
∑

Ys1;Y s2ð Þ∈A2∪A4∪A9∪A10

y Y s1; Y s2ð Þ− 1

2
∑

Y s1;Y s2ð Þ∈A3

y Y s1; Y s2ð Þ

−2 ∑
Y s1;Y s2ð Þ∈A16

y Y s1; Ys2ð Þ− ∑
Ys1;Ys2ð Þ∈A6∪A12∪A14∪A17∪A18

y Y s1; Y s2ð Þ

≈
1

2
∑
þ∞

Y s1¼−∞
y Y s1; 0ð Þ þ 1

2
∑

Ys1;Ys2ð Þ∈A9∪A10

y Y s1; Y s2ð Þ− 1

4
∑

Y s1;Y s2ð Þ∈A1

y Y s1; Y s2ð Þ−2 ∑
þ∞

Ys1¼−∞
y Y s1;−1ð Þ:

ð18Þ
For QDCT coefficients, the distortion in terms of l2-error of the presented 2D HM and the

customary 2D HM, denoted as EDpre and EDcus, can be formulated as

EDpre ¼ 3

4
∑

Y s1;Y s2ð Þ∈A1

y Y s1;Y s2ð Þ þ ∑
Y s1;Y s2ð Þ∈A2∪A3∪A4∪A7∪A8∪A9∪A10

y Y s1; Ys2ð Þ þ 3

2
∑

Y s1;Y s2ð Þ∈A5∪A6

y Y s1;Y s2ð Þ;
þ 2 ∑

Y s1;Ys2ð Þ∈A11∪A12∪A13∪A14∪A15∪A16∪A17∪A18∪A19

y Y s1;Y s2ð Þ

ð19Þ
and

EDcus ¼ ∑
Ys1;Ys2ð Þ∈A1∪A3∪A6∪A16

y Y s1;Ys2ð Þ þ 3

2
∑

Ys1;Ys2ð Þ∈A2∪A4∪A5∪A7∪A8∪A9∪A10∪A12∪A14∪A17∪A18

y Y s1;Ys2ð Þ
þ 2 ∑

Ys1;Ys2ð Þ∈A11∪A13∪A15∪A19

y Y s1; Ys2ð Þ:

ð20Þ
According to (19) and (20), we can infer the difference of embedding distortion between the

presented 2D HM and the conventional 2D HM by

EDcus−EDpre

¼ 1

4
∑

Ys1;Ys2ð Þ∈A1

y Y s1;Y s2ð Þ þ 1

2
∑

Ys1;Ys2ð Þ∈A2∪A4∪A7∪A8∪A9∪A10

y Y s1; Ys2ð Þ

−
1

2
∑

Ys1;Ys2ð Þ∈A6∪A12∪A14∪A17∪A18

y Y s1;Y s2ð Þ− ∑
Ys1;Ys2ð Þ∈A16

y Y s1; Ys2ð Þ

≈
1

2
∑
þ∞

Ys1¼−∞
y Y s1; 0ð Þ þ ∑

Ys1;Ys2ð Þ∈A4

y Y s1;Y s2ð Þ− 1

4
∑

Ys1;Ys2ð Þ∈A1

y Y s1;Y s2ð Þ− ∑
þ∞

Ys1¼−∞
y Y s1; −1ð Þ:

ð21Þ
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The probabilities of QDCT coefficients with values 1 and −1 are denoted by p1 and p−1. For
the test video Rena, p0≈99.39 %, p1≈0.25 %, and p−1≈0.35 %. Then ECpre−ECcus≈0.243#A
and EDcus−EDpre≈0.246#A, where #A is the cardinal number of the set A. For the test video
Objects, p0≈82.87 %, p1≈7.21 %, and p−1≈6.57 %. So ECpre−ECcus is about 0.116#A and
EDcus−EDpre is about 0.191#A. The results of the two videos verify that larger capacity and
less distortion can be achieved by the presented 2D HM compared with the conventional 2D
HM. Furthermore, if p0 is larger, the differences of capacity and distortion between the two
methods will be larger.

In Table 2, a pair of coefficients (Y2, Y5) in the low frequency region is used for embedding
data. The capacity of a video sequence is the average number of bits embedded into one P0
frame of all the P0 frames in that sequence. The peak signal-to-noise ratio (PSNR) value
obtained through comparing the marked YUV video with the original YUV video is the
average of all the frames. It is obvious that the proposed 2D HM is superior to the traditional
2D HM by improving capacity with 44 bits and PSNR with 0.03 dB at least.

2.2.3 Detailed example

Three examples are given to depict the presented hiding scheme clearly.

1. For the QDCT coefficient pair (Ys1, Ys2)=(0, 0) ∈ A1, the value (0, 0) of QDCT coefficient
pair (Ys1, Ys2) is expanded to (0, 0), (1, 0), and (0, 1) when two to-be-embedded data bits
(mi, mi+1) are (0, 1), (1, 0), and (1, 1), severally. Otherwise, the value (0, 0) of QDCT
coefficient pair (Ys1, Ys2) will be expanded to (−1, 0) if three to-be-embedded data bits (mi,
mi+1, mi+2) are (0, 0, 0), and (0, −1) if three data bits (mi, mi+1, mi+2) are (0, 0, 1). Three
data bits (mi, mi+1, mi+2) or two data bits (mi, mi+1) could be hidden at the same time, and
the cost is 1 at most. It can be inferred that the proposed scheme is better than the
conventional 2D HM, whose cost will be 0, 1, 1, and 2 if two data bits (mi,mi+1) are (0, 0),
(0, 1), (1, 0) and (1, 1), severally. Furthermore, the histogram of QDCT coefficient is so
steep that most chosen pairs could be (0, 0). As a result, the distortion will be significantly
reduced by this new mapping.

2. For the QDCTcoefficient pair (Ys1, Ys2)=(1, 0) ∈A2, it will be expanded to (1, −1) if a data
bitmi is 1. Otherwise, it will be expanded to (2, 0) if two data bits (mi, mi+1) are (0, 0), and
(1, 1) if two data bits (mi, mi+1) are (0, 1). Two data bits (mi, mi+1) or one data bit mi can be
embedded at the cost of modifying one coefficient by adding or subtracting 1. By contrast,
in the conventional 2D HM, the cost will be 1 if a data bit mi is 0, and 2 if mi is 1. Hence,
when the value of QDCT coefficient pair (Ys1, Ys2) belongs to the set A2, compared with
the conventional 2D HM, better payload-distortion performance can be obtained by using
the proposed 2D HM.

3. For the QDCT coefficient pair (Ys1, Ys2)=(0, 1) ∈ A5, it will be expanded to (0, 2) if a data
bit mi is 0, and (1, 2) if mi is 1. It can be seen that the proposed scheme can be used to
achieve the same payload-distortion performance as the customary 2D HM when the
value of the selected coefficient pair belongs to the set A5.

To sum up, when the value of QDCT coefficient pair (Ys1, Ys2) belongs to the set A1, A2, A3,
A4, A9 or A10, our method is better than the customary 2D HM. When the value of the selected
pair (Ys1, Ys2) belongs to the other sets, the same embedding performance can be achieved by
the two methods. On the whole, video RDE algorithms could be realized through the presented
2D HM, by which good capacity-distortion performance can be acquired. Furthermore, the
sharper the histogram is, the better hiding performance can be gained. In addition, when the
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proposed method is applied in some media, especially a gray-scale image with 8 storage bits
[24], the overflow or the underflow problem has to be treated. However, this problem needs no
considering when the data is hidden into QDCT coefficients of H.264 video [3].

3 Actualization of the presented RDE algorithm

The presented RDE algorithm based on 2D HM for stereo H.264 video is depicted in Fig. 5.
For the sender, to enhance the security and the robustness of the hidden information, the
information denoted by M is encrypted into cipher text, which is encoded by the secret sharing
technique (secret is divided into ns shares, where any ts shares can be used to recover the secret,
ns and ts are integers) and BCH (nB, kB, tB) code (nB is the codeword length, kB is the code
dimension, tB errors can be corrected [38]) before data hiding. The original stereo H.264 video
is entropy decoded to get QDCT MBs, where some MBs are chosen for hiding data, and the
unselected MBs will be entropy encoded directly. Several data bits are embedded into each two
QDCT coefficients, which could be randomly selected from every embeddable 4×4 block in a
MB. Correspondingly, for the receiver, the hidden information could be extracted from the
marked QDCT coefficients after entropy decoding.

3.1 Embeddable blocks

Inter-view prediction, inter-frame prediction, and intra-frame prediction are used to improve
the compressing efficiency of stereo H.264. As a result, the inter-view, the inter-frame, and the

Table 2 Capacities and PSNR of the customary 2D HM and the presented 2D HM for hiding data into one P0
frame

Sequences Akko&Kayo Ballroom Crowd Exit Flamenco Objects Race Rena Vassar

Customary
2D HM

Capacity
(bits)

576 1585 4080 507 565 642 2883 554 1106

PSNR
(dB)

39.64 36.62 35.24 38.21 39.39 37.12 37.32 41.46 36.18

Presented
2D HM

Capacity
(bits)

643 1728 4257 555 620 686 3125 621 1207

PSNR
(dB)

39.67 36.78 35.47 38.30 39.42 37.27 37.40 41.51 36.40

Fig. 5 The flowchart of the presented RDE algorithm a Embedding b Extraction and recovery
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intra-frame distortion drift will be caused by hiding data into stereo H.264 video. So it is
necessary to find embeddable blocks for hiding data with limited distortion drift.

Horizontal inter-frame prediction and vertical inter-view prediction of a stereo H.264
video with hierarchical B coding and two views are illustrated in Fig. 6. There are 16 frames
in each group of picture, where each view has eight frames. Only intra-frame prediction is
used for I0 frames, the distortion of other frames will not affect I0 frames. However, hiding
data into one I0 frame will sway all the P0, B1, B2, B3, and b4 frames in the two adjacent
groups of pictures predicted by this I0 frame. By contrast, embedding data into P0 frames or
b4 frames will not lead to inter-view distortion drift, because frames in the right view do not
predict frames in the left view. Therefore, compared with embedding data into I0 frames,
better video quality can be achieved through embedding data into P0 or b4 frames. Inter-view
distortion drift and inter-frame distortion drift could be avoided by embedding data into b4
frames, but b4 frames located at the lowest level are easy to be discarded during the process
of transmission in the network. Inter-frame distortion drift will be caused by embedding data
into P0 frames. However, P0 frames are key pictures at the highest level, resulting that they
cannot be easily lost during the process of the network transmission. Consequently, stronger
robustness can be obtained by hiding data into P0 frames compared with b4 frames. In
addition, in one group of picture, there are six B3 frames so that enough random space could
be used for hiding data into B3 frames. Only b4 frames may be affected by embedding
information into B3 frames. P0, B3 and b4 frames have their virtues and faults, so users could
select embeddable frames on demand.

At the encoder, through using inter-view prediction, inter-frame prediction, or intra-frame
prediction, the prediction block of a block is achieved to compute its residual block denoted as
FRo, which will be changed into a QDCT block denoted as Y by the 4×4 discrete cosine
transform and quantization formulated as

Y ¼ round C f ⋅FRo⋅CT
f

� �
⊗ E f

.
Q

� �h i
; ð22Þ

where C f ¼
1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1

2
664

3
775; E f ¼

a2 ab=2 a2 ab=2
ab=2 b2=4 ab=2 b2=4
a2 ab=2 a2 ab=2

ab=2 b2=4 ab=2 b2=4

2
664

3
775; a ¼ 1=2; b ¼

ffiffiffiffiffiffiffiffi
2=5

p
; Q is the quantization step size, ⨂ is a math operator, in which each element in the

former matrix is multiplied by the value at the corresponding position in the latter matrix.
When a data bit is hidden into one QDCT block Y by modifying some QDCT coefficients,

the QDCT block after embedding data is denoted by YEmb. The modification caused by hiding
information is denoted by ΔY, which is shown as

ΔY ¼ YEmb−Y : ð23Þ

Fig. 6 Prediction structure of stereo H.264 video with two views
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At the decoder, the residual block acquired by inverse quantization and 4×4 inverse
discrete cosine transform is denoted by FR, which can be computed by

FR ¼ round CT
d ⋅ Y⊗Edð Þ⋅Cd

� �
; ð24Þ

where Cd ¼
1 1 1 1
1 1=2 −1=2 −1
1 −1 −1 1

1=2 −1 1 −1=2

2
664

3
775; Ed ¼

a2 ab a2 ab
ab b2 ab b2

a2 ab a2 ab
ab b2 ab b2

2
664

3
775:

When a data bit is embedded through modifying some QDCT coefficients of one block, the
residual block after embedding data is denoted by FREmb. Denote the variation of the residual
block between before and after hiding information as ΔFR, which can be calculated as

ΔFR ¼ FREmb−FR ¼ round CT
d ⋅ ΔY ⋅Q⊗Edð Þ⋅Cd

� �
: ð25Þ

Take the QDCT coefficient Y2 as an example to explain the distortion caused by embedding
data. Assume an integer denoted by t is added to the value of Y2, the modification of the QDCT

block for hiding data is ΔY ¼
0 0 0 0
t 0 0 0
0 0 0 0
0 0 0 0

2
664

3
775. Then the alteration of the corresponding

block in YUV video is

ΔFR ¼ 1

2
abtQ

2 2 2 2
1 1 1 1
−1 −1 −1 −1
−2 −2 −2 −2

2
664

3
775: ð26Þ

It can be seen that changing only one QDCTcoefficient in a 4×4 block causes the variation
of the whole block in the corresponding YUV video. In the same way, for an 8×8 block,
modifying one QDCT coefficient will alter the whole 8×8 block, whose affected region is
bigger than that of the 4×4 block. In addition, only two kinds of transformations, 4×4
transformation and 8×8 transformation, are used in stereo H.264 standard. Hence, the 4×4
transform block is selected to embed information in this paper. It can be inferred that the

Fig. 7 Intra-frame prediction mode a Block position. b The predictive direction of 4×4 and 8×8 luma block. c
The predictive direction of 16×16 luma block. (In mode 2 not shown in the figure, all elements are predicted with
the average of upper pixels denoted by H and left pixels denoted by V, i.e., the average Mean (H+V))
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boundary pixels denoted by c0 … c12 (shown in Fig. 7) may be changed by hiding data into
some QDCT coefficients of the blocks Fi,j−1 (the position of a block is expressed by (i, j)), Fi−
1,j−1, Fi−1,j, and Fi−1,j+1. In addition, if intra-frame prediction is used by the current block Fi,j,
its prediction block denoted by FPi,j will be reckoned by the pixels c0 … c12. Therefore, the
hiding induced deviation of the blocks Fi,j−1, Fi−1,j−1, Fi−1,j, and Fi−1,j+1 will propagate to the
block Fi,j. Otherwise, if inter-view prediction or inter-frame prediction is employed to compute
the prediction block FPi,j, the block Fi,j will not be affected by the change of the pixels c0 …
c12, because the prediction block FPi,j is calculated by referring other frames.

A 16×16 MB using inter-frame prediction or inter-view prediction is denoted by inter-MB.
As depicted in Fig. 8, the 4×4 blocks numbered by 0…8, which are not located at the bottom
or the rightmost column of the inter-MB, are selected as embeddable blocks so that intra-frame
distortion drift can be avoided. If the current block Fi,j shown in Fig. 7a is an embeddable
block, the blocks Fi,j+1, Fi+1,j+1, and Fi+1,j, which adjoin Fi,j, will be in the current inter-MB.
Furthermore, the block Fi+1,j−1 maybe stays in the current inter-MB or one of the blocks
numbered by 9, 10, and 11 in the encoded MB at the encoder (or the decoded MB at the
decoder). Thus the adjacent blocks Fi,j+1, Fi+1,j+1, Fi+1,j or Fi+1,j−1 will not be affected by the
current block Fi,j, resulting that intra-frame distortion drift will not be caused by embedding
data into the block Fi,j. It can be seen that one inter-MB has nine 4×4 embeddable blocks,
which could be applied for embedding data without causing intra-frame distortion drift.

3.2 Data embedding

The embedding program is shown in Fig. 5a. There are five main steps to complete the data-
hiding process: processing the to-be-hidden information, embedding the seed denoted by S,
choosing embeddable blocks, selecting coefficient pairs, and data embedding.

1. Processing the to-be-hidden information The original information is encrypted into cypher
text with a RSA public key. Then the secret sharing method is used to divide the encrypted
information into several groups, where each group of information is encoded by BCH
code before data hiding.

2. Embedding the seed S To improve the security, random function is used to select
embeddable blocks and coefficients. We encrypt the seed S with a RSA public key and
hide the seed S into some QDCT MBs of I0 frames with a public RDE algorithm.

3. Choosing embeddable blocks A random threshold denoted by U is generated so that we
can randomly select 4×4 embeddable blocks (not at the bottom row or the rightmost
column, as shown in Fig. 8) from QDCT inter-MBs with 4×4 luma transformation

Fig. 8 Embeddable 4×4 QDCT blocks without intra-frame distortion drift in an inter-MB
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according to |Y0|≥U. High threshold U will constrain the quantity of embeddable blocks,
so the distortion region will be limited. Consequently, embeddable blocks could be
randomly chosen for hiding data.

4. Selecting coefficient pairs Two coefficients are chosen from each embeddable blocks
randomly as shown in Algorithm1. In this way, the application of arbitrary embedding
positions including blocks and coefficients can be used to reduce the modification of
statistical histogram and improve the undetectability of RDE algorithm.

5. Data embedding Some data bits are hidden into each coefficient pairs by following Fig. 4.

Algorithm 1 depicts the method of choosing two QDCTcoefficients from an embeddable block.
Random function is used to select two QDCT coefficients (Ys1, Ys2) from 15 AC coefficients (or
5 AC coefficients in the low frequency region) in a 4×4 QDCT luminance block with zigzag scan
shown in Fig. 1 (Several pairs of QDCTcoefficients could be chosen for hiding data, only one pair is
considered in this paper). It can be known that there are 15 ways to choose Ys1 from 15 QDCTAC
coefficients and 14 ways to select Ys2 from the rest 14 QDCTAC coefficients. Thus the optional
number of selecting (Ys1, Ys2) is 15×14=210. If a marked block is found by the third party, the
probability for computing the embedded data bit at once will be 1/210≈0.00476.When the pair (Ys1,
Ys2) is selected from the low frequency area, there are fiveways to chooseYs1 from 5ACcoefficients
in the low frequency region and four ways to select Ys2 from the rest 4 AC coefficients. Accordingly,
the optional number of selecting (Ys1, Ys2) is 5×4=20. Suppose a marked block is found by others,
the probability for directly reckoning the hidden data bit is 1/20≈0.05. Therefore, compared with the
small random space, the large random space can prevent the third party from guessing the hidden
data bit more efficiently.

Algorithm 1 Random selection of two QDCT coefficients
Input: Seed S
Output: Two QDCT coefficients (Ys1, Ys2)
Initialize the random seed with srand(S);
Define the number of AC coefficients N=15 or 5;
For i=1 to N do
AssignavaluetotheithelementoftheintegerarrayX[]withX[i]=i;
End for
For i=1 to 2 do
Generate the ith random number with si=rand()%(N+1-i)+i;
If si!=i
Swap the positions of X[si] and X[i];

End if
End for
Two QDCT coefficients (Ys1, Ys2) are chosen as embedding

coefficients.

3.3 Data extraction and video recovery

The procedure of information extraction and video recovery is shown in Fig. 5b. After
the entropy decoding of the stereo H.264 video, we extract the seed S from I0 frame
with the public RDE algorithm and decrypt the seed S with the RSA private key.
Since the random seed is in one-to-one correspondence with the random sequence, the
embeddable blocks and coefficients used by the sender will be in one-to-one corre-
spondence with the extractable blocks and coefficients used by the receiver if the
receiver and the sender use the same random seed S.
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According to the reverse process of Fig. 4, the hidden information could be extracted, and
the stereo H.264 video is recovered completely. At last, we use BCH code and secret sharing
techniques to recover the information and get the hidden data.

4 Experimental results and discussions

JM18.4 [39] is utilized to do experiments with nine test videos [40] shown in Fig. 9. Two YUV
files are encoded into a stereo H.264 video with 233 frames including 30 P0 frames. The
parameter intra-period is set as 8. Comparing the marked frames with the original frames of the
corresponding YUV files, we compute the structural similarity (SSIM), which is the average of
all the frames. The embedding efficiency denoted by e is defined as

e ¼ Lemb
.Xi¼Ncha

i¼1

Lchai; ð27Þ

where Lemb is the number of embedded bits, and Lchai is the changed size of a modified
coefficient, Ncha is the quantity of changed coefficients.

The average embedding capacity with five different thresholds (the threshold U=0, 1, 2, 3,
4) is shown in Fig. 10a. It can be seen that the capacity always depends on the video content,
i.e., different embedding capacities can be achieved by hiding data into different videos.

Fig. 9 Test videos (the size of each frame is 640×480) a Akko&Kayo. b Ballroom. c Crowd. d Exit. e
Flamenco. f Objects. g Race. h Rena. i Vassar

Fig. 10 The capacities and the bit-rate increase of the presented scheme with different thresholds
(U=0, 1, 2, 3, 4)
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Additionally, the higher the threshold U is, the lower the embedding capacity will be obtained,
and the less bit-rate increase will be caused, as shown in Fig. 10b.

Table 3 Hiding performance of three methods for hiding 2600 bits into one frame of Crowd and Race

Sequences Ma P0 _drift P0 _interMB

Crowd PSNR (dB) 35.32 35.45 35.54

SSIM 0.9669 0.9671 0.9680

e 1.17 1.79 1.85

Race PSNR (dB) 37.22 37.39 37.49

SSIM 0.9597 0.9606 0.9609

e 1.16 2.31 2.30

Fig. 11 Performance comparison with other RDE algorithms on stereo H.264 videos a–c Exit. d–f Rena. g–i
Average of nine videos
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Table 3 shows the embedding performance of three methods. Apart fromMa et al.’s scheme
[36] denoted as Ma, where data is hidden into I0 frame, the proposed 2D-HM-based RDE
method is used to embed data into P0 frame in the other schemes. The scheme embedding
information with intra-frame distortion drift is denoted by P0 _drift. Compared with Ma et al.’s
scheme [36] without intra-frame distortion drift, P0_drift increases PSNR, SSIM, and embed-
ding efficiency e with 0.13 dB, 0.0002, and 0.63 at least for hiding 2600 bits of data into one
frame, respectively. The scheme embedding information without intra-frame distortion drift is
denoted by P0_interMB. Compared with P0_drift, PSNR and SSIM can be enhanced with
0.09 dB and 0.0003 at least by preventing intra-frame distortion drift, severally. It experimen-
tally demonstrates that the way to avoid distortion drift is efficient.

In order to compare the presented 2D HM based RDE algorithm with other RDE methods
in the same environment, embeddable blocks (shown in Fig. 8), which could be used for
hiding information without causing inter-view distortion drift and intra-frame distortion drift,
are selected from inter-MBs of P0 frames. Huang and Chang’s method [28] is denoted by
Huang, where data is embedded into three QDCT coefficients Y2, Y5, and Y3. The QDCT
coefficient pair (Y2, Y5) is utilized by our algorithm, Shi et al.’s method [20] denoted by Shi,

Table 4 Performance comparison for hiding information into the first P0 frame

Amount of hidden data (bits) Sequences Huang Ou Qin Shi Ours

Akko&Kayo 860 PSNR (dB) 40.411 40.465 40.466 40.423 40.511

SSIM 0.97087 0.97114 0.97110 0.97102 0.97145

e 1.99 1.88 1.88 1.83 2.84

Ballroom 2500 PSNR (dB) 37.276 37.350 37.344 37.218 37.424

SSIM 0.94599 0.94706 0.94683 0.94645 0.94739

e 1.93 1.74 1.73 1.57 2.64

Crowd 2400 PSNR (dB) 37.191 37.168 37.171 36.819 37.283

SSIM 0.97653 0.97670 0.97656 0.97618 0.97685

e 1.74 1.47 1.44 1.28 2.10

Exit 410 PSNR (dB) 39.071 39.093 39.094 39.062 39.107

SSIM 0.94302 0.94316 0.94309 0.94305 0.94318

e 1.72 1.69 1.70 1.54 2.52

Flamenco 170 PSNR (dB) 41.288 41.301 41.306 41.282 41.319

SSIM 0.97870 0.97880 0.97881 0.97874 0.97888

e 1.75 1.60 1.62 1.49 2.69

Objects 2200 PSNR (dB) 37.322 37.262 37.251 36.747 37.377

SSIM 0.97352 0.97369 0.97349 0.97330 0.97372

e 1.48 1.25 1.22 1.09 1.65

Race 740 PSNR (dB) 39.882 39.910 39.901 39.865 39.960

SSIM 0.96596 0.96670 0.96669 0.96666 0.96671

e 2.01 1.79 1.77 1.63 2.82

Rena 980 PSNR (dB) 42.494 42.641 42.650 42.617 42.694

SSIM 0.97516 0.97562 0.97572 0.97551 0.97599

e 2.03 2.02 2.02 1.97 2.89

Vassar 690 PSNR (dB) 37.208 37.215 37.219 37.165 37.237

SSIM 0.92164 0.92182 0.92170 0.92160 0.92188

e 1.77 1.59 1.51 1.37 2.26
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and Ou et al.’s method [29] denoted by Ou. In addition, Y2 is used by Qin et al.’s method [32]
denoted by Qin. In Fig. 11, the points of each line from left to right represent the embedding
cases whose threshold U is 4, 3, 2, 1, and 0, respectively. It can be seen that the best SSIM,
PSNR and embedding efficiency can be gained by our method when the same amount of
information is hidden. The best SSIM and PSNR mean that the best video quality could be
obtained by using the proposed algorithm. In addition, the embedding efficiency e of our
scheme is much higher compared with that of other methods. It indicates that when the same
amounts of carrier bits are modified, more data bits can be hidden through the proposed
method compared with other algorithms.

To clarify this further, the same amount of information is hidden by using each RDE
method. As we can see in Fig. 10, different embedding capacities will be obtained by hiding
data into different videos. So different amount of data is hidden into different videos. In
Table 4, the threshold U is 0, and some bits of data are hidden into the first P0 frame of each
video sequence. Compared with the state-of-the-art methods, our RDE algorithm is superior by
enhancing PSNR, SSIM, and embedding efficiency e with 0.063 dB, 0.0014 and 1.2 at most
(0.013 dB, 0.00001 and 0.17 at least), respectively.

Correspondingly, to clearly display visual results, Fig. 12 shows parts of the marked frames
of Flamenco, Objects, and Race. (a), (b), and (c) are parts of the marked frames achieved by
using the method Huang [28] to hide data. (d), (e), and (f) are parts of the marked frames
obtained by utilizing our method to embed information. Their original frames are shown in
Fig. 9. It can be seen that obvious distortion is produced in the frames (a), (b), and (c). Some
distortion could be found near the persons’ heads and clothes in the frame (a). On the top left
of frame (b), the distortion is on the wall and the ceiling. And the distortion could be observed
on the top middle of frame (c). In contrast, there is little distortion in the frames (d), (e), and (f).
It can be concluded from the experimental results that better visual quality can be acquired by
embedding data with the proposed algorithm.

Denote the frame number as n, and the information length as w. The computational
efficiency of the presented scheme is related to the data length w and the frame number n.
Therefore, the computational complexity of the proposed algorithm can be denoted byO(n×w).

Fig. 12 Parts of the marked frames of Flamenco, Objects, and Race with Huang and the presented algorithm
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All the experiments were run on amachine with 24 processors (2.5 GHz) and 32GB of RAM. It
took 163 ms on average to run the data hiding procedure for each frame of the test videos. The
video decoding procedure without data hiding for each frame of the test videos cost 161 ms on
average. The duration caused by hiding data for each frame is 2 ms on average. Therefore, the
presented method with low complexity can be used for real-time application.

Furthermore, in our paper [38], we have tested that BCH(7,4,1) is the most powerful code
in terms of error correction capability if 1 random error bit is corrected. Otherwise, BCH
(63,7,15) is the most powerful code in terms of error correction capability, where the hidden
data bits can be recovered 100 % when the frame loss rate is no more than 15 %. So high
robustness could be achieved by using the proposed scheme shown in Fig. 5.

5 Conclusions

An efficient RDE algorithm based on 2D HM is presented in this paper. This algorithm is a
novel reversible method uniting two QDCT coefficients together for embedding several data
bits into one block, where only one coefficient needs modifying by adding or subtracting 1 at
most in most instances. Firstly, embeddable blocks limiting distortion drift are chosen at
random. Then two QDCT coefficients are randomly selected from an embeddable block for
embedding data with 2D HM. Better capacity-distortion performance can be obtained by this
presented 2D HM method compared with the state-of-the-art RDE algorithms. The proposed
algorithm will be generalized to hide over three data bits with at most one modification in our
future work.
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