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Abstract Diversification of search results allows for better and faster search, gaining
knowledge about different perspectives and viewpoints on retrieved information sources.
Recently various methods for diversification of image retrieval results have been proposed,
mainly using textual information or techniques imported from the natural language process-
ing domain. However, images contain much more information than their textual descriptions
and the use of visual features deserves special attention in this context. Visual saliency
provides information about parts of the image perceived as most important, which are
instinctively targeted by humans when shooting a photo or looking at a picture. For this
reason we propose to exploit such information to improve diversification of search results.
To this purpose, we introduce a saliency-based method to re-rank the results of a query and
we show that it can achieve significantly better performances as compared to the baseline
approach. Experimental validation conducted on a number of queries applied to various
datasets demonstrates the potential of the use of saliency information for the diversification
of image retrieval results.

Keywords Visual saliency · Content-based image retrieval · Diversity

1 Introduction

Diversity of contents is an important feature and an added value in the Web, and in general
in all applications characterized by a large amount of information coming from different
sources [1]. It is the result of the large variety of situations, contexts, cultural backgrounds,
religious and political beliefs, ideologies and time. Thus, to fully exploit the huge and
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ever increasing amount of information available on the Web, diversity has to be appropri-
ately taken into account as a key instrument to achieve deeper understanding and reliable
interpretation of the information and knowledge available. In the specific domain of media
search, diversity is usually associated to a problem of perceptual diversification. Since
search engines on the Web mainly exploit textual tags associated to images, they typically
fail to provide this feature, thus retrieving many near duplicates. Instead, users would bene-
fit of a higher variety of relevant results [15], especially when the query is poorly specified
or ambiguous [26].

Diversification of results in media search engines is a relatively new area of research
[24]. The importance of this research topic has been witnessed by the large participation of
the research community to international challenges proposed around the image diversifica-
tion problem by ImageCLEF 20091 and more recently by a new task within the MediaEval
benchmarking framework.2 Several techniques have been proposed to achieve this goal,
mainly using textual information or algorithms imported from the natural language pro-
cessing domain. Although image annotation could be an important source of information,
quite often it turns out to be unreliable. For instance, user generated contents are often
unannotated or sparsely annotated, thus making text-based approaches hardly applicable.
Additionally, annotations may contain noisy or irrelevant data that in turn could produce
irrelevant outputs. As a consequence, the degree of results diversification depends on how
annotations grasp the content of the image both from visual and semantic points of view.
On the other hand, images contain much more information than their textual descriptions
and the use of visual features deserves special attention in this context. This is also proved
by very recent results [3] where visual features have been proven to be fundamental to
achieve a satisfactory image diversification. In terms of image search, a simple yet effec-
tive way to increase diversity is to ensure that duplicates or near-duplicates in the retrieved
set are hidden from the user [30]. This approach however works as a posteriori filter on the
result, while a mechanism to enforce diversification in the retrieval process would have more
impact. An insight on the most significant approaches proposed so far will be presented in
Section 2.

When dealing with visual perception of media objects, the concept of saliency is of
paramount importance. Visual saliency provides information about the areas of an image
perceived as most important and instinctively targeted by humans when shooting a photo
or looking at a picture [12, 20, 21]. Intuitively, saliency can play an important role in the
framework of diversification, by providing information on what the user perceives as the key
subject of an image [22, 25], thus making it possible to focus the diversification on the most
relevant contents. Stated another way, visual saliency can be considered as an additional
dimension of the data implicitly embedded in a picture by its creator, which can be exploited
for defining a higher dimensional feature space that allows more accurate description of
images, emphasizing both semantic and visual diversity. What usually happens in content-
based retrieval methods is that the content of the whole image is described in a uniform
way. This approach ignores the obvious consideration that not all parts of an image have
the same impact from the perceptual viewpoint. Typically an image represents a subject,
which is probably the purpose for taking the picture, and a background, which represents
the context in which the subject has been taken and can be more or less significant with
respect to the subject. Let us consider the case of the query “Paris”: pure visual diversity

1http://www.imageclef.org/
2http://www.multimediaeval.org/
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applied to the whole image may result in different views of the same subject (for instance,
the Eiffel tower) that differ on the dominant background area, while, focusing on the subject
area, one can retrieve a higher variety of landmarks, been less biased by the differences in
the background [11, 23]. Given the attitude of human beings to take photos according to
specific, although often implicit, rules, it is commonly accepted that visual saliency provides
a good approximation of what is intended to be the main subject of a picture.

In this paper we study the usefulness of visual saliency to increase diversity in image
retrieval. We propose a method to re-rank the results of a query based on visual content,
in order to achieve better diversity in top results. Then, we show how the introduction of
a saliency-based modification of the re-ranking strategy can achieve significantly better
performance as compared to the baseline approach. We will demonstrate that this allows
achieving better diversification of the main subject of the picture (e.g., different viewpoints,
different models of the same object, etc.), or vice versa providing different views of similar
objects in different contexts (e.g., different backgrounds).

The rest of the paper is organized as follows: Section 2 provides an overview on recent
related works; Section 3 describes the proposed approach detailing the saliency detection
tool used, the representation of retrieved images, and the saliency-based re-ranking process;
the evaluation of the proposed approach is illustrated in Section 4 followed by the conclu-
sions in Section 5, where we provide some final considerations on the proposed idea and
we highlight some future perspectives.

2 Related works

The idea of diversification of image retrieval results has been studied recently by many
researchers [2, 16, 23] and the importance of this research topic is demonstrated also by
the international challenges that are proposed around the problem. In 2009, ImageCLEF
introduced the concept of diversity in the photo retrieval task, aiming at reducing duplicate
images in search results [19]. More recently a new benchmarking task within MediaEval has
been proposed around this topic [10]. The Retrieving Diverse Social Images Task focuses
on the problem of result diversification in social photo retrieval and in particular aims at
providing a more complete visual description of locations. Given a ranked list of location
photos retrieved using text information, the participating systems were expected to provide a
set of images that are at the same time relevant and maximally diverse (e.g., depict different
views of the location at different times, from various perspectives, etc.).

A through comparison of different methods submitted to the ImageCLEF retrieval con-
test can be found in [27], including text-only, hybrid and pure content-based methods and
showing that with current technologies hybrid approaches outperform text-only and content-
based methods. A notable example of a hybrid method was presented by [4]. In their
approach, unlike the many methods performing diversification as a post-processing step, the
authors proposed a dynamic-programming-like ranking that jointly optimizes relevance and
diversity measures. To this purpose, they use a broad variety of input features that include
colour histograms, texture descriptors, bag of visual words, and text data. Another approach
with similar characteristics can be found in [28]: here, unlike the above mentioned work,
the authors used visual and textual features separately. Text features are responsible for the
relevance by estimating the distance of tags, while visual features are used for diversifica-
tion by maximizing the distance among candidate images. A pure text-based method was
proposed by [32]. The authors presented a probabilistic model of image tags, with respect
to the query that models both relevance and diversity. Increasing diversity without relevance
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deterioration is indeed a major issue [19]. A nice example focused on landmarks can be
found in [11]. The main disadvantages of the above methods is that they rely on the seman-
tic relationship of textual annotation, thus making them hardly applicable to unreliably
annotated data.

An interesting approach dealing with unannotated data has been presented by [26]. The
authors addressed the problem of diversification through automatic annotation of images
based on their visual features. Text information is then used for creating a topic graph of the
set. Finally, the results are diversified using a topic richness score, so that images with higher
score appear at the top of the ranking. In addition, a topic coverage score is proposed, which
measures the diversity of the image set and is based on the number of text-topics present
in the results. Although this method is independent of image annotation, its performance is
highly dependent on the results of the annotation prediction method.

The use of clustering techniques as a post-retrieval processing step for topic coverage
enhancement has been proposed in the work by [13]. The authors performed comparison
among several clustering strategies and analysed their effect on relevance and topic cover-
age. They also proposed a dynamic feature weighting technique that allows better fusion
of features. Clustering is performed using a visual similarity measure based on low-level
features and descriptors. Like in most content-based methods, all the content is treated
uniformly, without differentiating between important areas and background.

Also the very recent Retrieving Diverse Social Images Task 2014 showed interest-
ing results. A novel information was used in addition to visual and textual features: user
credibility. Best results have been achieved by [3], by exploiting pre-filtering to reduce not-
relevant images and then constructing a hierarchical tree allowing to cluster images with
several criteria on visual and textual features.

Although saliency detection is still rarely used in multimedia applications ([29] recently
proposed its application to photo collage generation), a first idea of using saliency infor-
mation to re-rank retrieval results can be found in [9], where however the purpose was to
improve the relatedness of top images and not their diversity. Indeed, the main goal was
to improve visual consistency and attractiveness of top results, thus allowing also near-
duplicates, which can be considered a concurrent objective with respect to diversification.
Moreover, the authors are concerned with salient images in a group of pictures, and not with
salient regions in each individual image.

3 Proposed approach

In this work we propose to exploit visual saliency information to improve diversification
of the content in search results. This section will provide a detailed description of the pro-
posed method, which is composed by three steps. We start with the description of the visual
saliency map extraction method (Section 3.1). Then, we describe the features used for diver-
sification and how they are related to the relevant application (Section 3.2). Finally, we
present the proposed saliency-based re-ranking approach (Section 3.3).

3.1 Visual saliency detection

The overall purpose of the proposed method is to provide an innovative way to exploit
saliency information to diversify image search results. Therefore, the first step to be
performed is to extract a meaningful saliency map, i.e., to partition the image in areas char-
acterized by higher or lower perceptual relevance. To achieve this goal, we implemented a
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Table 1 EDISON segmentation
parameters used in this work Minimum region area imheight · imwidth · 0.005

Spatial bandwidth 10

Range bandwidth 7.5

Gradient window radius 2

Mixture parameter 0.3

Edge strength threshold 0.7

bottom-up saliency detection method based on our previous work [18], introducing some
modification to make it more suitable for the current application. This method is based on
the analysis of low-level features extracted from a segmented image. The application of
saliency in the segmented domain instead of in the pixel domain allows performing the clas-
sification at a higher level, thus achieving a higher consistency of the generated map with
the objects present in the scene. Furthermore, it reduces the amount of noise in the esti-
mation, due to the “averaging” effect within segments. In this work, we use the EDISON
tool for segmentation3 because of public availability of source code and satisfactory perfor-
mance in terms of both accuracy and computational load. The tool is based on mean-shift
segmentation, and requires the setting of various parameters. To achieve better object shape
estimation the default parameters were tuned as reported in Table 1.

A schema of the extraction process is depicted in Fig. 1. In this model saliency is
mostly derived from visual features described below. Some of these features cannot be
extracted directly from segment data. Their values are computed first on the whole image,
and segment-wise level is then obtained by averaging the feature value over that segment.
Since visual saliency is commonly associated to the presence of irregularities, the selected
features aim at detecting such characteristics.

Features extracted from the entire image include luminance contrast and center-surround
histograms. Human attention is sensitive to contrast, thus luminance contrast is included
into the proposed model and measured on a downscaled version of the image (by factor 8).
The motivation is that maximum contrast values are usually observed on edges and glare
spots, while downscaling allows to catch global contrast changes. The luminance contrast
LC is computed as follows:

LC(x, y) =
∑

m

∑

n

|L(x, y) − L(x + m, y + n)|√
m2 + n2

(1)

where L(x, y) is the luminance value of the pixel with coordinates (x, y), and m, n ∈
{−2, −1} ∪ {1, 2} denote the relative coordinates of neighboring pixels.

Center-surround histograms allow to measure the distance between foreground and back-
ground. The underlying idea is that usually the histogram of the foreground object has a
larger extent than its surroundings. Following [17], the input image is scanned by two rect-
angular windows Rf and Rs , where Rf is a notch inside the window Rs . The distance of
foreground and surrounding histograms is computed as follows:

dist
(
Rs,Rf

) = 1

2

∑
(
Ri

f − Ri
s

)2

Ri
f + Ri

s

(2)

3http://coewww.rutgers.edu/riul/research/code/EDISON/

http://coewww.rutgers.edu/riul/research/code/EDISON/
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Fig. 1 Saliency detection flow: several features are computed on the whole image and on the segmented one
in order to collect all information required to define an effective saliency map. Saliency map extraction is the
first step of the proposed method and is needed for the subsequent visual features extraction on salient and
not salient parts of the image

where Ri
s, R

i
f are surrounding and foreground histograms, respectively. Histogram dis-

tances are computed at each scale {0.3, 0.7} and aspect ratio {0.5, 1, 1.5}. Finally, they are
normalized and summed into a single map. An average value of each global feature is
assigned to each segment of the input image.

Local features, computed on segments, include the following descriptors: dominant
color, spatial location, size, geometric class and occlusion. Colors have a great impact on
the perception of objects. The dominant color is computed in a 12 tone color space fol-
lowing [6], where it is proved that some colors are more likely to attract attention than
others. This feature is used in two ways: i) in conjunction with psychological studies on the
impact of certain colors for human-attention and associating a value proportional to the color
saliency defined in [6], and ii) for detecting segments with colors different from others after
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normalization over all segments. In particular, for each color tone a normalized weight wc

is computed as follows:

wc = w′
c − min

(
w′

i

)

max
(
w′

i

) − min
(
w′

i

) (3)

where w′
c is the weight before normalization and it is defined as follows:

w′
c = 1∑

i∈Sc
ai

(4)

where Sc is a set of all segments assigned to color c, ai is the area of segment Si .
The spatial location is based on the observation that amateurs tend to place the most

interesting part of the image into the center. It is computed as the location of segment’s
center of mass. The location Mi of the segment Si is computed as follows:

Mi =

⎧
⎪⎨

⎪⎩

⎡

⎣
∑

(x,y)∈Si

(mx

2
− x

)
⎤

⎦
2

+
⎡

⎣
∑

(x,y)∈Si

(my

2
− y

)
⎤

⎦
2
⎫
⎪⎬

⎪⎭

1
2

(5)

where mx and my are the image dimensions. As far as the size is concerned, the object of
interest usually occupies a significant portion of the image. Thus it is unlikely that a very
small segment is salient. The size plays the role of a filter, avoiding that larger regions (likely
belonging to the background) or smaller ones (likely caused by noise or irrelevant details)
are classified as salient.

In order to improve the accuracy of the map extraction with respect to [18] we introduced
also the detection of the geometric class of each segment. To this purpose, we make use
of the classifier proposed by [8], which provides classes such as ground, sky, diagonal and
vertical planes. This feature allows the discrimination between planes that usually belong
to background (e.g., sky, ground), and planes that belong to background or foreground with
equal probability. We finally introduce an occlusion feature, to detect whether a segment is
occluded by another. The intuition here is that usually, the main object of a scene is placed
in a frontal plane. Thus, whenever a large segment is occluded by several smaller segments,
it is unlikely to be the foreground. This is achieved by comparing the locations of the center
of mass of neighboring regions, their size and shapes. Firstly, we compute the spread of
each segment approximating with a rectangle the occupied area. Then, if two segments have
overlapping regions, occlusion is detected by thresholding the area of their intersection.

All features described above allow representing each segment with a 12 element vector.
To perform the binary classification of salient vs. non-salient segments, a Naive Bayesian
classifier is used. First, we perform a training over a dataset of more than 700 images asso-
ciated to ground-truth data. The input of the classifier is the vector of features assigned to
each segment, while the output is the probability of the segment to be salient. The final
saliency map is constructed by combining such probabilities with the segmentation map.
Since our re-ranking method needs a hard classification, the resulting probabilistic map is
finally binarized using a simple thresholding with a value 0.5 (see some examples in Fig. 2).

3.2 Visual features

In order to quantitatively measure the visual dissimilarity among images, it is necessary to
define a set of features that efficiently encode the perceptual appearance of visual data. In
this work we rely on low level features that are correlated with human vision system (HVS)
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Fig. 2 Examples of saliency maps extracted from a set of images and thresholded with a value 0.5 in order
to differentiate between foreground (salient area) and background (not salient areas)

characteristics. In particular, each image is described by 6 features, namely: foreground
and background color histograms, foreground and background orientation histograms, fore-
ground size and foreground location. In the following we provide further detail about this
description while the overall scheme is shown in Fig. 3. We define as foreground and back-
ground the salient and not salient areas, respectively, detected by segment-based saliency
extraction method described in Section 3.1.

Colors are recognized to be one of the most important perceptual features of images. In
particular, color histograms provide a meaningful and convenient representation, accounting
for relatively fast processing and easy comparison. Furthermore, the use of color histograms
in previous works demonstrated their good applicability for the task of diversification. Color
histograms can be applied to different color spaces and with different chromatic resolu-
tions. Some works propose the use of entire full-color RGB color space, while others use
alternative color representations such as L*a*b* or HSV, with different numbers of bins.
In this work we use a 9-bin color space based on HSV color representation. Three bins
stand for different luminance values (black, white and gray), while other bins count the
occurrences of basic color tones (red, yellow, green, cyan, magenta and pink). Input col-
ors are transformed into HSV color space, followed by gray tone classification. This is
done by analyzing the S and V color components. Pixel’s color is considered to be gray
if V < 0.1 ∨ S < 0.1 + 0.01

V 2 . We define three levels of monotone illumination: black
(V ≤ 0.23), gray (0.23 < V < 0.85) and white (V ≥ 0.85). After that, color classifica-
tion is performed on pixels that at previous step were not classified as grayscale. The color
tone is determined by splitting the H color component into 6 equally spaced regions with
centers at {0.083, 0.25, 0.417, 0.583, 0.75, 0.917} and mapping pixel’s color to the closest
color region. The use of a limited color description of this type accounts for the fact that
slight variations in half tones are hardly detectable by the HVS in the absence of a reference
image, and this information is useful only when visually very close images (near duplicates)
are compared. On the other hand, the absence or presence of some basic color tones has a
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Fig. 3 Feature extraction scheme: several visual features are computed for foreground and background
parts of images (i.e., salient and not salient areas detected by the saliency detection method described in
Section 3.1). Visual features evaluation corresponds to the second step of the proposed method and is required
for the re-ranking of search results

great impact on perception. In addition, in histograms with large number of bins even tiny
variation in color spectrum results in large feature distance. As reported in Fig. 3 colour his-
tograms are computed for both foreground (salient part) and background (not salient part of
the image).

Orientation histograms are also employed in our method due to several reasons. First,
they allow a simple yet effective analysis of texture contents. Second, they allow estimat-
ing the observation viewpoint, in particular for objects that have a dominant orientation of
straight edges on their bodies. This is the typical case for man-made objects like cars, build-
ing, etc. Orientations are detected by applying directional filters at different scales. In this
work, we employ Leung-Malik (LM) filters [14], applied to first and second derivatives
(of Gaussians) at 6 orientations {0◦, 30◦, 60◦, 90◦, 120◦, 150◦} and 3 scales. Responses at
different scales and derivatives are summed up per each orientation. Also orientation his-
tograms are computed for both foreground (salient part) and background (not salient part of
the image) as shown in Fig. 3.

Finally, the saliency map allows extracting object-specific features, in particular size and
location. The size is computed by normalizing the area of the foreground by the image size.
The location is defined as the centroid of the foreground region, normalized over image
dimensions. All the extracted features are exploited in the following step to re-rank images
for search results diversification.
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3.3 Search results diversification

Ranking is the key component of the system. Given a query, in order to find relevant and
diversified results, it is necessary to find a suitable trade-off between similarity and diver-
sity of images, which are controversial constrains. Since pure content-based search is still a
tough problem [19], and the set of features used is insufficient to always achieve a satisfac-
tory accuracy of visual search results, we assume to have in input a set of images returned
by text-based search, providing a set of retrieved images with acceptable precision (tipically
higher than 0.5). Thus, we limit our task to re-ranking of results in order to achieve a higher
diversity on top N results. In principle, our system acts as a post-retrieval filter that sorts the
results to increase the diversity.

As previously pointed out, the major contribution of our work is in the use of saliency
to perform this task in a more effective way. This goal can be achieved in different ways:
for instance, one can force foreground similarity while differentiating the background, thus
resulting in the same object appearing in different contexts. On the contrary, one may dif-
ferentiate the foreground independently of the background, thus achieving a larger variety
of subjects. This way of proceeding however would neglect the strong correlation between
foreground and background, which appears evident when analyzing the data (see Fig. 4).
Another problem is that frequently occurring images should be promoted to the top places,
as very rare images are likely to be less relevant. According to the above considerations,
we propose a weighting method that jointly considers background and foreground diversity,
while at the same time putting frequently occurring images at the top places.

Given the feature vectors associated to a pair of images im1 and im2 (see Section 3.2),
we compute their dissimilarity according to the following equation:

D(im1, im2) =
n∑

i=1

wi · Dist
(
f i

1 , f i
2

)
(6)

where Dist
(
f i

1 , f i
2

)
represents the distance between image im1 and im2 with respect to

feature f i , wi is the corresponding weight, and n is the number of employed features (in
this work n = 6). Dissimilarity of histogram features is computed using cosine distance.
The initial order is not used by our method. Candidate images are progressively selected by
maximizing the ranking score term RS. For the sake of simplicity we used a linear ranking
method:

RS(im) = wres · Dres(im) − wnran · Dnran(im), (7)

Fig. 4 Foreground (F) and background (B) correlation example. Consider the left image to be a picture of
a mammal in its natural environment while the right one is a picture of a man-made object in an industrial
environment. Then P(F = F1|B = B1) 
 P(F = F1|B = B2) (P(·) denotes the probability function),
likewise P(F = F2|B = B2) 
 P(F = F2|B = B1)
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where Dnran(im) is the overall normalized distance of image im to images in unranked
results list, while Dres(im) is the overall normalized distance of image im to images in
results list. Relevant weights are wnran and wres .

As a result, the optimization is done by maximizing the dissimilarity with previ-
ously selected images and minimizing the dissimilarity with unranked images (see also
Algorithm 1). Thereby diversity is achieved through promotion of representative images
from the unranked list and penalty of similar images in the results list. This can be achieved
more effectively since we treat differently information about the foreground (salient part)
and background (background).

4 Validation

Assessing the diversity of image retrieval results is an unsolved problem so far. Therefore,
in Section 4.1 we will briefly discuss possible metrics and introduce the proposed coverage
measure, which will be used in Section 4.2 to evaluate the experimental results. The valida-
tion was performed on different publicly available datasets. Additionally, we will present a
further test performed on the dataset collected within the MediaEval 2014 task on Retriev-
ing Diverse Social Images. For this last test we evaluated the results on the basis of the
ground-truth and metrics used in the benchmark.

4.1 Diversity evaluation

Evaluation is one of the toughest parts of the work since there is no commonly accepted
metric to measure diversity in retrieval. For example, in ImageCLEF contest diversity was
measured as the number of clusters in top 20 results. Such clusters were hand-designed by a
group of experts. MediaEval task on image diversity used a similar approach. Although this
metric seems to be reasonable, it has some disadvantages. When input text query refers to
several possible semantic concepts (e.g., jaguar) clusters are naturally representing different
concepts. However, when possible retrieval results are less ambiguous it is not clear how
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cluster centers are selected. It may occur that some clusters have different distance from
each other, thus inclusion of new clusters into the ranking has different impact on percaptual
diversity. Another possible approach is the use of taxonomy tree, whose leaves represent
possible values of different properties. In this case, the diversity of a set of images may be
computed as the number of branches covered by a set. However, this approach also has some
disadvantages. First, the tree would contain redundant information with some properties
repeating at different levels of the tree. In addition, the ordering of properties would affect
the number of leaves in the tree, producing different diversity scores. Moreover, although
recent works proposed several plausible diversity measures for tagged images, they are not
fully applicable in our case. For example, for the case of the commonly used approach of
data clustering, the number of clusters for a category consisting of 100 images can be as
high as 70 clusters. If we take into account first 20 images retrieved, comparison of differ-
ent rankings is meaningless as often these 20 images will correspond to 20 clusters. Other
measures that require semantic understanding are possible but require a natural language
processing framework.

In this work we propose a novel metric to evaluate diversity, trying to keep
into account both semantic and visual diversity. Indeed, since saliency discriminates
between foreground and background parts, it allows to achieve object representation
diversification, which can be combined with concept diversity. The measure we pro-
pose is based on text-based representation of visual content by annotations. Such an
annotation consists of a list of properties, encoding both visual and semantic vari-
ations of the main object within a given set. Each property consists of a list of
tags that define its possible values. To each tag we assign its weight, computed as
follows:

wt = ti

i · p
, (8)

where ti is the number of images this tag was assigned to, p is the number of properties
for a set of images, and i is the total number of images in the initial image set. Diversity
is measured as the coverage over tags. More details about data annotation are given in
Section 4.2.

Coverage of a set is defined as the sum of weights of unique tags assigned to images
in this set. Thereby only weights of newly introduced tags are counted, and the maximum
possible coverage value is 1. In Fig. 5 we give an example of how coverage is computed.
Depending on the number of analyzed properties, the measure can i) increase proportionally
with the number of diverse properties introduced, or ii) remain steady if all properties are
already present. The proposed measure allows capturing both diversity and relevance. This
is done by giving higher weight to tags that are assigned to more images. Then, the overall
score increases more rapidly when an image that represents a larger cluster is selected.

4.2 Experiments

For the evaluation of the approach a dataset was created based on three image datasets:
Caltech 256 [7], a subset of Corel database [31], and Pascal VOC 2008 [5]. Caltech 256
and Corel provide category-based image sets. There is not any grouping in Pascal VOC
2008 dataset, but all images are provided with text description containing information about
the type, bounding box and pose of objects of interest present on images. Image sets were
created by applying a query-by-type on several categories. However, for some images the
annotated objects were occupying a very small area, making them perceptually irrelevant.
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Fig. 5 Example of coverage measure computation for a category with two properties. It can be noticed that
coverage measure increases only when a new value for a property is included to the ranking. For example,
at step 3 the coverage does not increase since both properties are already covered (type is the same as step 2
and color is the same as step 1), while at step 4 an image with a new value (black) for color property is added
resulting in coverage increase. When several new values appear in a single step, the increase is higher (e.g.,
steps 1-2 and 4-5 compared to 3-4 and 7-8)

Thus, images where the target object occupies less than 10 percent of the total area were
excluded. We considered 100 images per category.

Since we created separate sets of annotations for each category, our dataset captures
variations of the main visual concept and its background. After analysis of the dataset
we came up with an annotation guide that encodes the following properties: colors of the
main object, quantity of objects belonging to the main object class, location and size of
the object, subtype of the object, viewing angle, distance, etc. These annotations provide
a compact description of the visual properties of each image. Although there are plenty of
other possible properties one can add, there is always a problem of subjectivity. Then, we
avoided considering properties that may create ambiguity due to subjective interpretation.
In addition, applicable properties are very dependent on the content, thereby only relevant
properties were included into annotations for each category. The ground-truth was created
by three experts. Notice that we could have come up with a fixed set of properties but it
would have resulted in few properties that hardly grasp semantic and visual content of cate-
gories. Moreover, omitting irrelevant properties is equal to use a large fixed set of properties
for all categories, tagging as ”null” properties that are irrelevant for a given class. An exam-
ple of annotation and properties for category aeroplane (Pascal VOC 2008) are reported in
Fig. 6 and Table 2, respectively.

As a first experiment, we performed the evaluation of ground-truth data. Although there
are no ground-truth saliency data in all three datasets, Pascal VOC 2008 includes object
segmentation ground-truth data that are very close to output maps generated by our object-
wise saliency detector. Therefore, here we assume that labeled data correspond to the main
object of an image. For comparison we decided to consider first 20 re-ranked images, since
this is the usual set of images shown per page and it is also suitable to illustrate differ-
ences in diversity. Results are reported in Table 3, where we compared performances of the
re-ranking method using the entire image area (without saliency), the ground-truth labeled
data (labeled data), and the automatically extracted saliency maps (with saliency), respec-
tively. As it can be seen, inclusion of saliency data, no matter if it is extracted automatically
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Fig. 6 Example of annotation of an image of the category aeroplane (Pascal VOC 2008)

Table 2 Example of properties for the category aeroplane (Pascal VOC 2008)

Background airport, hangar, sky, water, land

Color bright, dark, colourful

Type jet, tourism, fighter, acrobatic, vintage, seaplane, toy

Field far field, near field

View wing, frontal, side, bottom, top, back, interior, window, cockpit

Pose flying, park/taxi, takeoff, landing, crashed

Number one, many

Light day, evening, sunset, interior

Trail white, colored, no trail

Table 3 Experiment 1: Coverage measure for first 20 images, comparing the method not exploiting saliency
(without saliency), the method using ground-truth data (labeled data) and the proposed method exploiting
saliency (with saliency)

Category Without saliency Labeled data With saliency

Bird 0.972 0.970 0.980

Car 0.939 0.944 0.959

Cow 0.970 0.985 0.983

Boat 0.846 0.893 0.893

Sheep 0.937 0.950 0.939
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or provided as a ground-truth data, improves diversity. In addition, close performance of
automatically extracted maps with ground-truth data shows that the proposed detection tool
gives reasonable maps, whose accuracy is sufficient for the objective. Slight difference
in performance can be explained by the fact that not always labeling belongs to a visu-
ally salient object. Notice that the proposed approach depends on 8 weights (wii = 1, ...6
in (6) and wres and wnran in (7) while if we exclude the use of saliency for comparison
we just have to set 4 weights (2 in (6) and 2 in (7)). The values used in our experiments
were: {7.6, 1.8, 2.0, 0.6, 4.0, 0.7}{1, 1} and {3.7, 5.7}{1, 0.7}, respectively. These values
have been obtained based on an optimization study over the entire dataset performed by
using genetic algorithms.

While the first test proves that the concept of using salicency to improve diversity is
viable, the small size of the dataset and the limited availablility of ground-truth labelled
data make it insufficient for a through validation. Therefore, we performed another test that
covers more categories and gives more information about generalization of our approach.
Results of this comparison are reported in Table 4. The evaluation was performed on 22

Table 4 Experiment 2: Coverage measure, for 20 images, for the proposed method (with saliency), the
method not exploiting saliency information (without saliency) and the method exploiting a different saliency
detector [17]

Category With saliency Without saliency Using [17]

Airplane (Caltech 256) 0.895 0.846 0.880

Bear (Caltech 256) 0.707 0.663 0.636

Blimp (Caltech 256) 0.863 0.729 0.781

Bridge (Caltech 256) 0.712 0.521 0.564

Butterfly (Caltech 256) 0.713 0.685 0.763

Gas-pump (Caltech 256) 0.477 0.454 0.474

Pyramid (Caltech 256) 0.668 0.579 0.645

Teapot (Caltech 256) 0.615 0.586 0.485

Sea animal (Corel) 0.943 0.869 0.931

Fox (Corel) 0.915 0.832 0.924

Military vehicle (Corel) 0.835 0.668 0.838

Train (Corel) 0.995 0.942 0.995

Wolf (Corel) 0.924 0.798 0.924

Aeroplane (Pascal VOC 2008) 0.289 0.370 0.310

Bicycle (Pascal VOC 2008) 0.861 0.842 0.880

Bird (Pascal VOC 2008) 0.912 0.823 0.866

Boat (Pascal VOC 2008) 0.683 0.635 0.649

Car (Pascal VOC 2008) 0.814 0.739 0.821

Cow (Pascal VOC 2008) 0.916 0.801 0.630

Motorbike (Pascal VOC 2008) 0.389 0.386 0.395

Sheep (Pascal VOC 2008) 0.817 0.775 0.820

Table (Pascal VOC 2008) 0.840 0.753 0.703

Average 0.763 0.695 0.723
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Fig. 7 Example of re-ranking for category bear using the method with saliency information (a) compared
to the method without saliency information (b). Ranking (a) provides no near-duplicates, more instances of
white bears, age variation is higher (notice images of offspring), more locations and attitudes are captured
and there are pictures of a group of bears

categories taken from the three mentioned datasets. As it can be seen in Table 4 the use of
saliency information results in a diversity increase of 11 %. Average coverage measure is
0.763 by using the proposed approach (with saliency), while average result without saliency
is 0.695. The use of saliency allows improving performance in 21 out of 22 cases. In addi-
tion, we introduced a comparison with same method fed by a different saliency detector
[17]. Category coverage using extraction method described in Section 3 and in [17] are both
improving performances of the method with no use of saliency, although the method in this
work outperforms the other (0.763 versus 0.723 on average). Figures 7 and 8 show visual
comparison of re-rankings for category bear and pyramid respectfully. In both case it is pos-
sible to notice how the proposed re-ranking with the use of saliency information (panels

Fig. 8 Example of re-ranking for category pyramid using the method with saliency information (a) compared
to the method without saliency information (b). Ranking (a) provides no near-duplicates, more shapes are
captured and there is also an indoor picture
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Table 5 Experiment 3: Results on MediaEval 2014 - Retrieving Diverse Social Image Task

With saliency Without saliency

Set P@20 CR@20 F1@20 P@20 CR@20 F1@20

Development set 0.770 0.408 0.531 0.738 0.370 0.490

Test set 0.774 0.422 0.530 0.744 0.403 0.506

All 0.773 0.419 0.530 0.743 0.396 0.503

a) outperforms the method not exploiting saliency (panels b), by avoiding near-duplicates
and providing more viewpoints (in terms of perspective, position, shape, background). It
is to be pointed out that in this experiments the re-ranking was applied to a set of rel-
evant images. Therefore, we do not report precision and recall values which are equal
to one.

As a final experiment, we tested our approach on the recent MediaEval 2014 “Retrieving
Diverse Social Images” database (45.000 images from 153 locations spread over 35 coun-
tries allover the world) analyzing the results on the basis of the official metrics used in the
task (also in this case the ground-truth was produced by a set of experts). In this task, par-
ticipants received a ranked list of photos for each location retrieved from Flickr using its
default “relevance” algorithm and they had to refine the results by providing a ranked list
of relevant and diverse representations of the query. The evaluation metrics are computed
based on the precision P , the cluster recall CR, and the harmonic mean F1 − score of
P and CR. These values are measured at different cut-off points and the official ranking
was F1 − score at the cut-off point 20: F1@20. In Table 5, we show the results obtained
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by applying our approach on this challenging dataset, both for the Development set (30
locations) and the Test set (123 locations). We have used here the same weights as in the
previous experiments, optimised for the original dataset. This demonstrates that the method
is able to generalize to different datasets. Notice that, since our method was designed
as a re-ranking algorithm operating on sufficiently relevant results, we have discarded
locations where the precision is below 0.5. As it can be seen, the use of saliency infor-
mation results in the official score increase of 5.4 % on average. In Fig. 9 we report
the average cluster recall at the cut-off point 20 for increasing values of lower bound-
ary in precision (i.e., filtering out all cases with lower precision). It can be noticed that
the improvement is particularly high when the precision is above 0.70-0.75, which are
typical precision values in many common application scenarios. In fact, in this situation
the framework may fully express its diversification capability over a wide set of relevant
results.

5 Conclusions

In this paper we described how saliency information can be applied for the task of diversifi-
cation of retrieval results. The evaluation on different datasets showed that both conceptual
and perceptual diversity can benefit from incorporating visual saliency information. The
proposed approach can be easily extended by adding other visual features to include further
dimensions of the diversity.

Further work will include the analysis of semantic features either as text-based or bag-
of-visual words information and the incorporation with visual saliency information. This
could lead to improved discrimination of the content to further increase the diversity.
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