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Abstract Recently, many Video-on-Demand (VoD) service providers try to attract as many
users as possible by offering multi-bitrate video streaming services with differentiated
qualities. Many researches focus on video layered coding (e.g., scalable video coding,
SVC). However, SVC is not widely used in VoD industry. Another solution, multi-version
videos, can be classified into online transcoding and pre-stored multi-version videos. Online
transcoding is a CPU-intensive and costly task, so it is not suitable for large-scale VoD
applications. In this paper, we study how to improve caching efficiency based on pre-stored
multi-version videos. We leverage the sharing probability among different versions of the
same video and propose a multi-version shared caching (MSC) method to maximize the
benefit of caching proxy. If the desired version is not in the cache while the higher neighbor
version is in, MSC transmits the higher version streaming to user temporarily. In this case,
MSC can make full use of the caching resources to improve the cache hit ratio and decrease
users’ average waiting time. Simulation results show that MSC outperforms the others in
the cache hit ratio and the average waiting time.
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1 Introduction

With the rapid development of smart phones and tablets, such as multi-core processors and
full HD super display, and the improvement of wireless technology, such as WCDMA (get-
ting bitrate from 384 Kbps to 14.4 Mbps) and LTE (even more than 100 Mbps), playing
online video over wireless on our phones is entirely possible, and mobile video-on-demand
(VoD) [1, 7, 21, 22, 24, 30, 31] for heterogeneous users are becoming more and more
popular too.

Because different users have different requirements or willingness to pay for service
quality, many VoD providers offer differentiated types of services such as low-quality (or
low-definition) and high-quality (or high-definition) to cover all users. Under such circum-
stances, users can choose and watch any video streaming at any bitrate (or quality) as long
as they want for some reasons, such as price. Some users may be very sensitive to price,
and usually choose to request low-quality free service, while other users prefer good good
quality of streaming and request high-quality fee-based service. For example, Amazon VoD
is providing users with even more choices for entertainment and customers can pay for
watching HD movies.

To accommodate this particular situation, many significant current researches focus on
video layered coding, for instance, scalable video coding (SVC) [8, 12, 13, 15, 28, 34].
However, because of a lack of hardware decoding support, especially mobile devices with
limited battery power, it has rarely been used in VoD industry in the past.

These is another solution, multi-version videos, can be classified into two types, online
transcoding and pre-stored multi-version videos. Some caching approaches based online
transcoding have been proposed in [3, 4, 14, 16, 23, 27, 29, 32]. When a version of a cer-
tain video is required, the full original version video will be fetched from media server
and transcoded in real-time to meet this demand. However, as online transcoding is a
computation-intensive and time-consuming task, it is not widely used in VoD industry,
especially in large-scale VoD applications.

The way of pre-stored multi-version videos is easy to implement and commonly used
in VoD industry. For example, YouTube converts the uploaded video to different files
with different qualities and stores all those files for users with different bandwidths.
Although multi-version VoD systems are well known since decades, it may bring some
challenges. Firstly, VoD providers need more storage space to maintain multiple versions
with different bitrates of the video, which will unavoidably give much pressure on the
storage of server. However, as the hardware develops rapidly and the price of storage
drops about 40 % per year, it will not be a key challenge for VoD systems. Secondly,
caching is a widely applied technique to improve the server efficiency, reduce network
bandwidth requirements, and increase user satisfactions, while this solution may impact
the caching efficiency for considering various versions of a video as multiple separate
videos.

In this paper, we study how to improve the caching efficiency based on pre-stored multi-
version videos. We focus on using the sharing probability of different versions of the same
video to maximize the benefit of caching proxy under two constrained resources, the band-
width and space of the proxy, in multi-version VoD system. We propose a multi-version
shared caching (MSC) method, which aims to maximize the benefit of caching proxy, i.e.,
increase the cache hit ratio and decrease users’ average waiting time.

Specifically, when a user requires a version of a video, if the desired version is in the
cache, then MSC transmits it to the user directly. If the desired version is not in the cache
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but a higher neighbor version (with a higher bitrate or quality) is in, then MSC will predict
the user’s bandwidth. If the user’s bandwidth is sufficient to support this higher streaming,
the client can support this higher version, and the user agrees to obtain higher streaming
service (some users may insist on desired version in case of consuming more power of their
devices), then MSC will transmit the higher version temporarily as long as the available
bandwidth of the caching proxy is enough. Note that a higher version rather than a lower
version is used to serve the user instead of the desired version temporarily, so there will
be no negative effect on user’s satisfaction. Of course, this may encourage users to require
lower quality service. When users tend to choose the lower version of videos, the probability
of requesting the higher version will be much lower, so the proxy can cache more small
size videos with the same proxy space and the total number of users served by proxy will
increase too. We call this as shared caching algorithm, which makes cache space resource
reuse more efficient and reduces the cache space occupation, especially when the cache
space is over-utilized. The request serviced by higher version cache resource temporarily
is marked and all these requests constitute a set, which is called as the temporary service
region (TSR).

In addition, if the current available bandwidth of caching proxy is not enough for a new
request, some requests in TSR will be selected and switched back to their desired version
with lower bitrate to save some bandwidth. We call this as version switching algorithm. As
each encoded video streaming consists of successive groups of pictures (GOPs) and every
GOP can be independently decodable, if we can ensure the switching occurs only when a
GOP of the video streaming is completely decoded, then the switching will be transparent
to the user and the delay of switching can be ignored.

The motivation of studying the caching in multi-version VoD is driven by our cloud-
based m-learning project, which provides live video streaming and VoD services to
heterogeneous clients. Our previous researches include the live video streaming [37, 38]
and caching for cloud-based VoD systems [36]. The main contributions of this paper are
summarized as follows.

1. There have been many caching researches on multi-version VoD, but researches
leveraging sharing probability among different versions of the same video based on
pre-stored multi-version videos to improve caching efficiency are rare. In this paper, we
concentrate on how to improve the caching performance using the sharing probability
among different versions of the same video.

2. MSC utilizes the sharing probability among different versions of the same video, for all
versions of a video with different quality have the same content and can replace each
other temporarily, to maximize the benefit of caching proxy, i.e., increase the cache hit
ratio and decrease users’ average waiting time.

3. MSC takes both the bandwidth and space of caching proxy into consideration,
and it consists of two algorithms, shared caching algorithm and version switch-
ing algorithm. The former aims at making full use of both the bandwidth and the
space of caching proxy, and the latter can balance the resource utilization between
them.

The remainder of this paper is organized as follows. Section 2 summarizes related
work. Section 3 describes our caching method in detail. We then evaluate the perfor-
mance of our proposed method through simulation in Section 4. Section 5 concludes the
paper.
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2 Related work

2.1 Caching based on pre-stored multi-version videos

Many conventional caching algorithms, such as LRU, LFU, selective caching [25], interval
caching [9, 17, 18, 20], and prefix caching [11, 26], and segment-based caching [5, 35],
can be applied to multi-version VoD by considering various versions of a video as multiple
single videos.

The LRU and LFU assume that what was most popular in the past will also be most
popular in the future. When inserting an object into the cache, LRU evicts the oldest object
from the cache, while LFU deletes the least requested object from the cache. Selective
caching was proposed by Miao and Ortega [25]. They considered an efficient control and
usage of the client buffers to improve the playback performance. However, due to the size of
different versions of video files and the access patterns of versions, the traditional caching
algorithms are not efficient in a multi-version VoD system.

Interval caching (IC) was first proposed for at least 20 years [9], and later a number
of interval-based caching strategies for VoD systems were proposed, such as popularity-
aware interval caching (PIC) [17, 18], and popularity and prefix aware interval caching
(2PIC) [20]. In addition, there are several partial caching approaches that had been pro-
posed by researchers. For instance, prefix caching approaches [11, 26] divided videos into
first portions and remaining portions and cached only the first portions. Based on prefix
caching, segment-based approaches have been proposed with a finer granularity, such as
exponential segmentation [35], and lazy segmentation [5]. However, all the above interval-
based or segment-based caching algorithms consider different versions of the same video
as different videos and ignore the new emerging factor in multi-VoD, i.e., the sharing prob-
ability among different versions of the same video, they can’t provide the best overall
performance.

2.2 Caching based on online transcoding

In recent years, many caching researches are focused on multi-version VoD based on online
transcoding, such as video transcoding proxy [3, 4, 14, 16, 23, 27, 29, 32]. Video transcoding
proxy performs transcoding videos in real-time as well as caching either the full original
version, the transcoded version, or both versions of videos, to meet various users’ demands.

In [32], the authors proposed two algorithms, full version only (FVO) and transcoded
version only (TVO). The FVO only caches full original version videos and serves lower
versions requests with transcoding full versions in real-time. On the other hand, the TVO
aims at reducing CPU demand by only caching transcoded versions. If a request does
not result in an exact hit, the full original version video is fetched from the server and
transcoded.

In [29], the authors developed a transcoding-enabled caching (TeC) system. Three TeC
caching strategies, TEC-11, TEC-12 and TEC-2, are proposed. TEC-11 and TEC-12 cache
at most one version of a video in the proxy at any time, while TEC-2 may cache more than
one versions of a video to reduce the computing load on the transcoder. All TeC caching
strategies use LRU as the replacement policy.

Then some caching approaches based on a weight transcoding graph for multi-version
VoD were proposed in [3, 4, 16, 27]. These works defined a generalized profit function
and used it as a profit to determine the eviction priorities of the cached videos. If the
cache has enough available free space, the required version will be cached according to its
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profit. If not, the proxy will evict versions with the minimum profit until there is sufficient
space.

In [14], the authors proposed a weighted segment-based caching replacement strategy
for multi-version VoD over heterogeneous networking environments. This strategy utilized
weighted transcoding graph and dynamic caching relation tree for managing segments of
videos to decide which portions of which videos have to be cached or removed. By calcu-
lating the profit of caching each video, video segments with high profit value are cached in
the cache.

In brief, all of the above researches focus on caching proxy for multi-version VoD
based on online transcoding. However, we know that video online transcoding is a
computation-intensive and time-consuming task, it is not widely used in large-scale VoD
systems. Furthermore, these works ignore the sharing probability of caching resources
among different versions too, which brings that they can’t make efficient use of cache
resources.

3 Multi-version shared caching method

3.1 System model

The caching structure for multi-version VoD system is presented in Fig. 1, which is com-
posed of one multimedia server, S0, and the caching proxy Sc at the client side. The proxy
Sc is connected with the multimedia server S0 directly through an intranet or high-speed
backbone network, and shares the requests arriving at the system to reduce the workload
of S0. For the sake of simplicity, we assume that the client-side proxy is physically close
to users, so the delays from the proxy to all uses are the same and very small. Hence, the
propagation delay from proxy to all uses can be neglected.

We assume there are M different videos v1, v2, ..., vM . For simplicity, we assume video
vi hasN different versions vi,1, vi,2, ..., vi,N with different bitrates bi,1, bi,2, ..., bi,N respec-
tively, where M >> N . The version vi,N has the highest video quality and bitrate and
version vi,1 with the lowest, i.e., bi,1 < bi,2 < ... < bi,N . If video vi,j is cached in proxy Sc,
then Sc serves all the requests for vi,j , otherwise, S0 serves them. Let C and B be the cache
space and the bandwidth of Sc. When a user is retrieving video vi,j from Sc, bi,j bandwidth
should be assigned to this session to guarantee the continuous-time presentation. Obviously,
in Sc, the total used bandwidth b to serve different requests should be no more than B at any
time. Meanwhile, let ci,j be the size of vi,j , and the total used space c should be no more
than C too. Let li,j be the duration of vi,j . Because different versions of vi have the same
video content, we can know li,1 = li,2 = · · · = li,N . Table 1 summarizes some important
symbols in the generalized model.

We know that the VoD service demands high bandwidth requirements at the server
(including caching proxy) and client. At the client end, especially for wireless clients, the
wireless channel is indeed the bottleneck for network communications due to its highly-
varying and fading features. But how to address this wireless bottleneck is not our focus
task. In this paper, we concentrates on improving the performance of the caching proxy.
As the bandwidth and space of the proxy are never infinite, it is reasonable to expect that
proxy servers handling large-scale clients simultaneously will become a network bottle-
neck. Given two constrained resources in the caching proxy Sc, that is, the bandwidth B and
the space C, we need study the conditions that can obtain maximum benefit by considering
the given bandwidth and cache space, so our caching method needs to balance the resource
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Fig. 1 A caching proxy-based
multi-version VoD system
structure

utilization between the two constrained resources of Sc. There are two conflicting cases we
need to consider:

Conflict of the cache space If c > C, it means that there are not enough available cache
space for new videos. In this case, Sc will utilize certain cache replacement strategy to get
some space by removing some unused videos in the cache. But if sufficient space for new
videos cannot be created, these new requests will be rejected by Sc no matter whether Sc has
enough available bandwidth. So these requests will waiting for being served by S0, which
brings workload increases on S0.

Conflict of the bandwidth If b > B, it means the proxy has not enough available bandwidth.
Once a new request arrives, the proxy cannot provide service to this new session to guar-
antee the continuous-time presentation. In this case, the bandwidth resource is over-utilized
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Table 1 Description of the
symbols Symbols Description

M The number of videos

N The versions of each video

vi,j Version j of video i

bi,j The bandwidth needed to play version j of video i

ci,j The size of version j of video i in byte

li,j The playback time of version j of video i

pi,j The requested probability of version j of video i

S0 The multimedia server

Sc The caching proxy

B The bandwidth of Sc

C The cache space of Sc

b The total used bandwidth of Sc

c The total used space of Sc

compared with cache space, so the proxy wastes cache space and can’t obtain maximum
benefits. As these requests may be serviced by S0, the workload of S0 will increase too.

3.2 Sharing probability among different versions

Before introducing our method, we explain what is the sharing probability among different
versions of the same video.

Nowadays, mobile devices are used as multimedia consuming terminals. However, due
to their heterogeneity in encoding/decoding power, there exist many different versions of
videos to accommodate the heterogeneous devices. We had a test that videos with a range
of bitrates and resolutions can be played smoothly in mobile devices, and users are not
playback-quality sensitive if it plays smoothly. Table 2 is the playback of different versions
on different mobile devices. We can see that all devices can play 240P, 360P, 480P videos
smoothly, however, there is just a little choppy when playing 720P video and choppy when
playing 1080P video. As all versions of a video with different quality have the same content,
they can replace each other temporarily as long as they don’t exceed the processing capacity
of the device. In this paper, if a required version is not in the cache while the higher neighbor
version is in, we may stream the higher version video streaming temporarily if the user’s
device can support the higher streaming, and we call this as the sharing probability among
different version.

Table 2 The playback of versions on mobile devices

Version Bitrate Resolution Motorola XT910 Samsung GS3 iPhone 4S

V1 325 kbps 400*226(240P) Smoothly Smoothly Smoothly

V2 725 kbps 640*360(360P) Smoothly Smoothly Smoothly

V3 1 Mbps 848*480(480P) Smoothly Smoothly Smoothly

V4 2.5 Mbps 1280*720(720P) A little choppy A little choppy A little choppy

V5 5 Mbps 1920*1080(1080P) Choppy Choppy Choppy
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3.3 Algorithm I: shared caching algorithm

Based on the sharing probability in multi-VoD, our caching method uses it to maximize the
cache space utilization, increase the cache hit ratio and decrease the users’ average waiting
time as a result. The key of this algorithm is as follows.

When a video vi,j is requested by a user, firstly, look for it in the cache. If the video
vi,j is in the cache, then the user can watch the video from the cache instead of multimedia
server. If vi,j is not in the cache, secondly, find whether there is a higher neighbor version
video vi,j+1 in the cache, and if vi,j+1 exists, then we should predict the bandwidth of the
user and check whether the bandwidth and device of the user can support this higher version
streaming. If so and the user agrees to obtain higher streaming service (in our simulations
we assume all users agree to do so), then we transmit the higher version streaming to the
user temporarily under the condition of the available bandwidth of the caching proxy Sc

is enough. As explained in Section 1, we utilize a higher version rather than a lower ver-
sion to serve the user, so the bitrate of user received streaming is higher than what he/she
wants. Of course, this may encourage users to request lower quality service. When users
tend to choose lower version of videos with small size, more contents will be cached in
the proxy and more users will be connected to the proxy as well. In this situation, we call
vi,j as the desired version video and vi,j+1 as the temporary served version video. We call
the set of requests serviced by higher version cache resource temporarily as the temporary
service region (TSR). At last, if neither vi,j nor vi,j+1 is in the cache, then the caching
proxy Sc fetches vi,j from multimedia server, streams it to the user and caches it if the
cache space is enough for vi,j . Note that we focus on using sharing probability of differ-
ent versions of the same video rather than optimizing caching algorithm itself to improve
caching performance, so for simplicity, we cache the whole video file in our algorithm if it is
cached.

Whenever we need space to accommodate new video vi,j when the cache is full, certain
“idle videos” in the cache will be replaced. Here idle means these videos are not currently
being accessed by any request. We use the existing popular cache replacement algorithms
(e.g., LFU, LRU) for this purpose. Considering the sharing probability of caching resources
among different versions of the same video, we make an improvement and call it multi-
version-LFU. We evict video vx,y with lower LFU, if vx,y+1 is in the cache at the same time.
In other words, the video vx,y will have priority to be removed from the cache if there is a
higher neighbor version vx,y+1 in the cache. After replacing idle videos by multi-version-
LFU, if sufficient space for vi,j can be created, then Sc fetches and caches vi,j , streams it
to the user. After doing all the above steps, if vi,j can not be served by Sc, then waiting
for being streamed by S0 until timeout. According to an assertion “An increase in startup
delay causes more abandonment of viewers” in video streaming service, and the result of
abandonment rate for short and long videos with various startup delays in [19], we can see
that more than 80 % and 60 % of viewers will abandon short and long videos separately
if the startup delay is 30 seconds, and the abandonment rate increases slowly if the startup
delay exceeds 30s. So we set a 30 s timeout to wait most of the users, and these unserved
requests will be rejected if waiting more than 30 s. Table 3 presents the algorithm I in the
pseudo code form.

3.4 Algorithm II: version switching algorithm

In algorithm I, we utilize the sharing probability between neighbor versions of a video to
service some requests with higher neighbor version videos instead of the required version
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Table 3 Shared caching algorithm

videos. This may consume additional bandwidth of the caching proxy and bring that there is
richness of cache space but lack of bandwidth. The bandwidth B and the cache space C are
two constrained resources of the caching proxy, and as Buckets effect reveals, the capacity
of a bucket depends on the shortest board. To optimize the benefit of the caching proxy, we
should balance the resource utilization between the two constrained resources as much as
we can.

When the utilization of bandwidth surpasses that of cache space, i.e. b/B > c/C, some
requests in TSR should be selected and switched back to their desired version in order to
save some bandwidth. Here, the quality of user’s received switch-back version is no less
than his/her demand. Now we must address a question, which requests in TSR should be
selected? Consider a temporary video vi,j+1, let n

j

i,j+1 be the number of requests which
request vi,j but obtain vi,j+1 instead. If these requests are switched from vi,j+1 back to
vi,j , then 1) we save some bandwidth because of bi,j < bi,j+1; 2) we consume some space
for storing vi,j in the cache. The bandwidth gain of switching these requests from vi,j+1

back to vi,j is given by: Gi,j+1 = n
j

i,j+1 × (bi,j+1 − bi,j ), then bnew = b − Gi,j+1, and
cnew = c + ci,j . Calculate all the bandwidth gains in TSR and sort them in a descending
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order, then switch them successively until bnew/B <= cnew/C. If there are several videos
with the same gain, the video with the smallest size will be selected.

As explained in Section 1, we ignore the delay of switching for we ensure the switching
is transparent to the user and occurs only when a GOP of the video streaming is completely
decoded. Because the switching only occurs between neighbor versions (with similar qual-
ity) of the same video, and it does not interrupt the video playing, so there will be no negative
effect on user’s satisfaction. In Table 4, we present the pseudo code of the version switching
algorithm.

4 Simulation

4.1 Simulation setup

To focus on evaluating our caching method performance utilizing the sharing probability
among different versions of the same video, whole video caching, interval-based caching,
transcoding proxy caching, and RBC caching are considered in our simulations respectively.

In our simulations, a total of 1000 distinct videos, and each video is transcoded to 5
different versions in advance, and without loss of generality, the bitrates of the five versions
are set to be 32, 64, 96, 128 and 160 kbps, so there are 5000 files in the multimedia server
initially. The lengths of the videos are randomly generated following a uniform distribution
with the range from 1 to 60 minutes.

Some works on the characteristics of online videos reveal that only a small set of
videos have very high popularity and most of videos have a little popularity, producing that

Table 4 Version switching algorithm
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Zipf-like law can govern many features of the VoD and have influence on the effective-
ness of caching. There are also some studies of YouTube video popularity have found that
appears to follow Zipf-like distributions [2, 6, 10]. So without loss of generality, we assume
the popularity of diverse multimedia streaming videos follows the Zipf-like distributions
too.

Let video vi be requested with probability pi , and clearly
∑M

i=1pi = 1. We sort the
videos in descending order using their corresponding probability. Hence, p1 > p2 > · · · >

pi > · · · > pM , and pi can be calculated by the following equation:

pi = k/iα, k = 1/
M∑

i=1

(1/iα), i = 1, 2, ..., N (1)

where α denotes the level of skewness in the popularity profile and α > 0. We use α = 0.75
as a default parameter.

For each video vi , we model the access to different versions as a normal distribution with
a variance σ 2 and mean m, which was discussed in [29]. The probability of a version j can
be accessed using:

p′
j = e−(j−m)2/2σ 2

/
√
2πσ, 1 ≤ j ≤ N (2)

If σ is small, then the version m tends to be preferentially accessed and stands for the
dominant version. If σ is large, the accesses to different versions are evenly distributed. In
our simulations, we set 0.2 as the default value of σ , 2 as that of m (i.e., 64 kbps is the
dominant version when σ is small).

So the requested probability of video vi,j is:

pi,j = pi ·p′
j = (k/iα)·(e−(j−m)2/2σ 2

/
√
2πσ) (3)

The simulation lasts 10 hours, and the average access arrive follow a random Poisson dis-
tribution (λ = 1). The default cache space is assumed to be 50G, and the default bandwidth
is 30 Mbps. Table 5 shows the probability distributes and default corresponding parameters
that are used in our simulations.

Our main contribution focuses on how to increase the caching performance, so we use
the cache hit ratio as the main criterion. Besides, the user average waiting time is used as
one criterion too. The two performance criteria are depicted as follows.

Cache hit ratio: When a user requests a video, if it is served from the cache, it calls a
cache hit; instead, it calls a cache miss. The cache hit ratio is defined as the percentage of
total users’ requests served from the cache.

CacheHitRatio = requests served by caching proxy

all requests
(4)

Table 5 Parameters of the
simulation models Parameter Distribution / Default value

Popularity of video Zipf-like pi = k/iα, (α = 0.75)

Version accesses p′
j = e−(j−m)2/2σ 2

/
√
2πσ (σ = 0.2,m = 2)

Lengths of the videos Uniform distribution (1 to 60 min)

Bitrates of versions 32, 64, 96, 128, 160 kbps

Request arrival rate Poisson distribution (e−λ·λk)/k! (λ = 1)

Cache space 50G

Bandwidth 30 Mbps
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Average waiting time: It is defined as the mean of values between the time instance at
which requests arrive and the time instance at which the streaming data is sent to the requests
from the VoD system.

AvgWaitingTime =
∑

waiting time

requests served by VoD system
(5)

4.2 Whole caching results

We compare the performance of MSC with TEC-2 proposed in [29]. To compare with TEC-
2, we assume that the multimedia server stores all videos with bitrate of 160 kbps as original
version videos, and the delay for transcoding the first segments of video m is considered
because the video playing and the process of transcoding later video are performed parallel.
For the sake of simplicity, the delay for transcoding version j1 to version j2(j1 < j2) is
determined to be 200·(j2 − j1)ms.

We also simulate a regular caching proxy using LRU and LFU. We assume that the
multimedia server stores and provides multiple bitrate versions for each video. And we
assume that whether or not that has multiple versions at the multimedia server does not
impact the evaluation of caching performance of TEC-2, LRU, LFU and our method.

(1) Impact of cache space
In the first experiment, the performance of the proposed caching method with vari-

ous cache sizes is investigated. Figure 2a shows the cache hit ratio of MSC compared
with TEC-2, LFU and LRU under various cache sizes with the range from 10G to
100G.

As shown in Fig. 2a, MSC outperforms the others in cache hit ratio, especially when
the size of cache is less than 60G. For example, when the cache size is 10G, MSC
outperforms the others by 13 % - 15 % in the cache hit ratio. This is because MSC
can server user with a higher version cache resource temporarily if the bandwidth of
caching proxy is enough and the cache space is not enough.

However, as the increase of cache size, the improvement becomes smaller and
smaller. It is so clear when the cache size exceeds 70G. Because the bandwidth
becomes the limited resource of caching proxy and MSC cannot afford the temporary
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service with a higher bitrate. Figure 2b shows the average waiting time with various
cache sizes. We can notice that the average waiting time decrease when cache size
increases since more requests are served by the caching proxy directly. MSC outper-
forms the others by 8 %-16 % in the average waiting time, and TEC-2 is the poorest
for the time delay of transcoding.

(2) Impact of bandwidth
This experiment is conducted to investigate the performance of MSC and the others

by adopting various bandwidths of the cache. In these simulations, the bandwidth is
set 5 Mbps firstly, and then increases it by 5 per step until 50 Mbps.

Figure 3a shows the cache hit ratio of MSC compared with TEC-2, LFU and LRU.
We can see that the cache hit ratio of MSC is a little lower than the others when the
bandwidth is no more than 20Mbps. This is because the bandwidth of proxy becomes
the bottleneck relative to the space of the proxy. Using the sharing probability among
different versions, MSC may stream higher bitrate streaming to users who require
lower versions. In this case, MSC will consume more bandwidth compared with oth-
ers, so the total number of users can be served by the bandwidth of the proxy is less
than the others, bringing to a lower cache hit ratio.

However, when the bandwidth of proxy exceeds 25 Mbps, we can see that the cache
hit ratio of all methods increased rapidly. As the bandwidth is no longer a restraint of
the proxy, MSC gets even better result compared to its benchmarks LRU, LFU and
TEC-2, because MSC can trade “the bandwidth” for “the space” using the sharing
probability among different versions of the same video.

The cache hit ratio increases slowly when the bandwidth is greater than 40 Mbps
because the utilization of cache size is almost 100 %. Figure 3b shows the compar-
ison of MSC with other algorithms in the average waiting time. Likewise, when the
bandwidth is small, the average waiting time of MSC is even larger than TEC-2, LFU
and LRU. As bandwidth gets larger, MSC works better than the others in average
waitingtime.

(3) Impact of video popularity
This experiment set examines the impact of video popularity distribution on the

performance results of different algorithms by varying the parameter α of the Zipf-like
distribution. The parameter α determines the access pattern of the system with range
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of [0, 1]. If α is large, then the accesses are focus on a certain set of popular videos.
Especially, α = 1 means Zipf-like distribution corresponds to a pure distribution and
the higher popular video group is in a smallest range. If the caching proxy caches
these popular videos, it can gain a high cache hit ratio and a low average waiting time.
Figure 4 shows the performance results of MSC, TEC-2, LFU and LRU in the cache
hit ratio and average waiting time, respectively, with parameter α from 0.2 to 1.0.

We can see that as the parameter α increases, the video popularity becomes more
concentrated, so the cache hit ratios of all algorithms increase and the average waiting
times of them decrease. Evidently, MSC performs better than others over a wide range
of parameter α, because MSC provides shared caching algorithm between neighbor
versions of videos. It is noted that the performance differences are conspicuous when
α is less than 0.6. This is because the references are dispersed to lots of different
videos instead of a certain set of popular videos when α is small. MSC may have more
opportunities to serve requests with a higher version video cache resource temporarily.

(4) Impact of version accesses
We now study the performances of caching algorithms in various version accesses.

As mentioned above, we use a normal distribution with mean m to describe the
accesses to different versions. In this experiment, we set m = 2, σ ranges from 0.2
to 1.6. Figure 5a and b show the performance results. When σ is small (0.2), which
means that users tend to choose lower bitrate 64 kbps version of videos, as these ver-
sions have small size and occupy small cache space, hence the caching proxy can cache
more videos and it has a much higher hit ratio than when σ is 1.6. As σ increases, the
accesses to different version become more and more distributed, and less contents will
be cached in proxy, so the cache hit ratios of all algorithms decrease consequently.
Besides, we can see that MSC outperforms the others in the cache hit ratio and the
average waiting time under various σ from Fig. 5a and b.

(5) Impact of request arrival rate
In this experiment, we use λ to denote the total request arrival rate which follows

a random Poisson distribution. We set λ= 0.2/sec first, and then increase the value of
λ by 0.2 per step until λ = 2. Figure 6a and b show the performance results of four
cache algorithms. We can see that as λ increases, which means there are more requests
arrive to the system, since the cache resource is limited, the requests served by caching
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proxy is not increasing, so the performances of all of the algorithms drop. However,
MSC generally provides the highest cache hit ratio for its shared caching strategy.

(6) Network bandwidth comparison
From above experiments, we know that MSC works better than others because

it utilizes the neighbor higher version cached in the caching to serve the users who
request lower version temporarily. Meanwhile, it certainly brings some additional
bandwidth consumption and gives some additional pressure on the network. However,
when the utilization of bandwidth surpasses that of cache space, MSC will use ver-
sion switching algorithm to switch some requests back to their desired low bitrate
versions and to decrease the bandwidth utilization. Besides, only a very small part of
all requests are serviced by higher version, so the additional bandwidth consumed by
MSC is not very high. Figure 7 shows the bandwidth consumption result. The total
bandwidth consumed by MSC is shown in full line, while the dotted line indicates the
total actual bandwidth required by served users without MSC scheme. We can see that
the bandwidth consumption of MSC is around 5 % higher than that of “Actual” on
average. From the result, we think the additional consumption of MSC is acceptable,
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because it indeed increases the cache hit ratio obviously, even though of consuming a
little additional bandwidth.

4.3 Interval caching results

The traditional IC caches intervals formed by pairs of consecutive accesses to the same
version streaming of a video. The two requests that form a consecutive pair are named as
the writer and the reader respectively, and an interval consists of a single reader and a single
writer. However, if the reader accesses the some streaming with a long time interval, IC may
degenerate to whole caching method.

MSC can also work with interval-based caching, and we denote MSC scheme with the
interval caching as MSC-IC. Unlike traditional IC, MSC-IC can cache intervals formed by
pairs of consecutive accesses to the neighbor versions of a video because of the sharing
probability.

For simplicity, we only show the compared results of the cache hit ratio and aver-
age waiting time under various cache sizes and bandwidths, and the results are shown in
Fig. 8.

As shown in Fig. 8a and b, MSC-IC outperforms IC under different cache sizes. It works
much better when the size of cache is 10G, because the size has become the bottleneck
and there are more requests can be served by MSC-IC using the higher version streaming
because MSC-IC uses the ample bandwidth of the proxy more efficiently. The performances
of MSC-IC and IC improve when the cache size increases as they store more objects and
serve more requests. However, MSC-IC shows similar performance to IC when the size
of the caching proxy is no less than 50G because the bandwidth becomes the bottleneck
under the circumstances and the number of simultaneous streaming is restricted by the
bandwidth.

In Fig. 8c and d, we can see that MSC-IC works a little worse than IC when the bandwidth
is less than 35 M. Relative to the cache size, the bandwidth is the real limitation of VoD
system in that case. As the bandwidth increases, the performances of both MSC-IC and IC
increase, and MSC-IC increases much faster than IC. For example, MSC-IC outperforms
IC by more than 10 % in the cache hit ratio when the bandwidth is 50 M.
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Fig. 8 Performance comparison between MSC-IC and IC

From the simulation results, we know that MSC-IC gets better results compared with its
benchmark IC when there is enough bandwidth. However, if the bandwidth becomes the
bottleneck, MSC-IC has similar performance or even worse performance compared to IC.

4.4 Comparison results with other caching methods

(1) Transcoding proxy caching results
As mentioned in Section 3, MSC can also work with transcoding proxy caching,

and we denoted it as MSC-T. In this experiment, we compare MSC-T with TEC-
11 under the same conditions. As TEC-11 caches at most one version of a video in
the proxy at any time, MSC-T caches only one version too. Note that TEC-11 took
cache space as the only constraint, and it didn’t take the bandwidth and transcoding
resource as the bottlenecks, while both of them will become limitations when large-
scale transcoding tasks need to be handled simultaneously.

As the transcoding resource is never infinite, we take it as an additional constraint
in our simulation. For simplicity, we assume MSC-T can transcode at most T video
streaming simultaneously, and the TEC has the same transcoding ability as MSC-T.
Here, we are not concerned with the computation model for transcoding, because this
is not our work in this simulation. We assume that we can transmit the transcoded
version to users using real-time transcoding and streaming, which means that a video is
divided into several segments and the transcoding process runs in parallel with video-
playing. In this way, the transcoding startup latency is the transcoding time of the first
several segments of the video rather than all of the segments in the video, and this
latency will be very low.

When there is available bandwidth and CPU transcoding resource, MSC-T and
TEC-11 can transcode video to required version and send to user. However, if the
bandwidth is enough but there is no available CPU resource for transcoding, in this
case, MSC-T can utilize the sharing probability among different versions of the same
video and transmit the higher version to user temporarily. The compared results of the
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cache hit ratio and average waiting time between MSC-T and TEC-11 under various
T with the range from 10 to 100 are shown in Fig. 9.

As shown in Fig. 9, MSC-T outperforms TEC-11 under various numbers of videos
transcoded by proxy simultaneously. Especially when the maximum number of videos
transcoded by proxy is small, MSC-T works much better than TEC-11. Because the
transcoding resource has become the bottleneck, TEC-11 cannot transcode stream-
ing to users, while MSC-T can serve more users with the higher version streaming
and use the ample bandwidth of the proxy more efficiently. With the increasement
of T, there are enough transcoding resource in MSC-T and TEC-11, the transcoding
resource is no longer the bottleneck of proxy, the performance of TEC-11 improves
fast, because TEC-11 can transcode more streaming and serve more users than before.
However, the performance of MSC-T improves slowly as T increases. That is because
the transcoding resource has little impact on MSC-T. Exactly, if there is available
CPU resource for transcoding, MSC-T can transcode video streaming to users; oth-
erwise, it can transmit the higher version to users temporarily if the bandwidth is
enough. As a result, when T is large enough, MSC-T shows similar performance to
TEC-11.

(2) RBC caching results
Resource-based caching (RBC) was proposed to manage the heterogeneous

requirements of multiple data types (text, image, video, etc.) [33], and an object can
be cached partially or in its entirety. Meanwhile, it balances resources between cache
space and bandwidth very nicely. MSC can also work with RBC too and be denoted
as MSC-R, and for simplicity, we assume that both MSC-R and RBC cache the whole
video file in this simulation.

To maximize caching hit ratio, firstly, RBC calculates the gain of the cached
video vi,j with gi,j = λpi,j . Secondly, the cached videos are ordered into two
lists by gain per unit space (GCi,j = gi,j / ˆsi,j ) and the gain per unit bandwidth
(GBi,j = gi,j / ˆbi,j ) respectively. RBC caches the entire object in this simulation, so
ˆsi,j = ci,j , ˆbi,j = ˆri,j bi,j = λpi,j li,j bi,j . Let Cf ree = C − c and Bf ree = B − b

are the currently available space and bandwidth. When new video vx,y is requested, if
currently available resources are not enough for caching vx,y , the cached videos that
have the smallest GCi,j or GBi,j will be removed in either the space constrained case
(if Cf ree/ ˆsx,y < Bf ree/ ˆbx,y) or the bandwidth constrained case (otherwise).

Diverse from RBC, the calculation of the gain of the cached video vi,j can be
divided into two cases. If both vi,j and vi,j−1 are cached, then gi,j = λpi,j , GCi,j =
gi,j / ˆsi,j , where ˆsi,j = ci,j , and GBi,j = gi,j / ˆbi,j , where ˆbi,j = λpi,j li,j bi,j ; if vi,j
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is in the cache but vi,j−1(j>1) is not in, because MSC-R may streaming vi,j to users
who request vi,j−1, we get its gains with gi,j = λ(pi,j + pi,j−1), GCi,j = gi,j / ˆsi,j ,
where ˆsi,j = ci,j , and GBi,j = gi,j / ˆbi,j , where ˆbi,j = λ(pi,j + pi,j−1)li,j bi,j . When
the cache is full and cannot accommodate new video vx,y , like the RBC, MSC-R will
replace some idle videos with the smallest GCi,j (if Cf ree/ ˆsx,y < Bf ree/ ˆbx,y) or
GBi,j (otherwise).

Figures 10a and b show the compared results of the cache hit ratio between MSC-
R and RBC under various spaces and bandwidths. In Fig. 10a, we know that when
the bandwidth is fixed, MSC-R outperforms RBC in caching hit ratio under various
spaces. In fact, MSC-R works much better than RBC when the cache space becomes
the constraint (< 50G). This is due to the improved bandwidth usage of MSC-R
for transmitting higher version streaming to users. On the other hand, in Fig. 10b,
when the cache space is fixed and the bandwidth is low (less than 30 Mbps), MSC-R
works a little worse than RBC. However, as the bandwidth increases, the cache space
becomes the bottleneck, the trend of hit ratio of RBC is not pronounced, while that of
MSC-R increases steadily, so MSC-R works better than RBC when the bandwidth is
high.

4.5 Summary

In this section, we evaluate the performance of MSC working with other caching methods
such as whole video caching, interval-based caching, transcoding proxy caching, and RBC
caching. Our simulation results show that MSC works better in most instances than the
others. Specifically, MSC can gain a much better result when there is enough bandwidth
resource for its shared caching strategy. Besides, if we use the quality of streaming (bit-rate)
and the user waiting time to define user’s QoE, then MSC can enhance user’s QoE too. The
reasons are as follows. On the one hand, with shared caching algorithm, MSC may transmit
the higher version (with higher bitrate) rather than the lower version to user temporarily, so
the bitrate of user received streaming is higher than what he/she wants in this case. With
version switching algorithm, even some requests are selected and switched back to their
desired versions, the bitrates of the received streaming are no less than their demands in this
case. On the other hand, because of sharing probability among different versions in MSC,
some users may receive higher version directly without waiting for transmitting their desired
versions from server to caching, and the user’s average waiting time can decrease too. In
brief, MSC can guarantee the user’s received bitrate and decrease the average waiting time,
thereby enhancing user’s QoE.
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5 Conclusions and future works

This paper addresses the new caching issue in multi-version VoD system. After analyzing
the shortcomings of existing caching strategies for multi-version VoD, MSC is presented,
which utilizes the sharing probability between neighbor versions of the same video to
improve the cache hit ratio and reduce users’ average waiting time. We utilize two algo-
rithms, shared caching algorithm to make full use of both the bandwidth and the space of
caching proxy, and version switching algorithm to balance the resource utilization between
the bandwidth and space. Then we compare it with other caching methods in the cache hit
ratio and the average waiting time. Experimental results show that MSC outperforms than
the others when there is enough bandwidth resource.

However, although MSC gets better results than the others, it is a useful extension to
other caching methods using the sharing probability between versions, and there is a lack
of formal problem formulation. Our follow-up work will try to formulate this problem as a
good topic for the future and design a better optimal algorithm.
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