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Abstract In multi-source streaming systems, such as peer-to-peer (P2P), because the buffer
space of each peer is limited, most systems employ the cache-and-relay schemes that require
each peer to cache the most recent video blocks it receives. As long as a peer keeps the ini-
tial part of the video stream in the buffer, it can relay the cached blocks to new arriving peers
in a pipelining fashion and then reduce the loading of a server. In our previous research
work, we propose a novel caching scheme for peer-to-peer on-demand video streaming,
called Dynamic Buffering, which relies on the feature of Multiple Description Coding to
gradually reduce the number of cached descriptions in a peer once the buffer is full in order
to prolong the service availability of a peer. In this paper we study the service availability
of a peer with dynamic buffering for various numbers of different forwarded descriptions,
and provide detailed analysis on how the number of different forwarded descriptions affects
the average service availability of a peer. In addition, we derive the mathematical formulas
of the reduction of the average service availability of a peer for various numbers of differ-
ent forwarded descriptions, compared to the best case of the service availability of a peer,
and the gain of the average service availability of a peer by releasing the overlapped buffer
space with child peers. Our experimental results show that the reduction of the average ser-
vice availability of a peer is only related to the number of different forwarded descriptions.
Besides, regardless of arrival rates, most peers forwarding only one description would pos-
sess the highest average service availability for various numbers of different forwarding
descriptions, which matches the criteria of the previous work Splitstream.
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1 Introduction

With the rapid advances of Internet and networking technologies, there has been a dra-
matic proliferation of the demand from users for various multimedia applications, especially
for on-demand media streaming services. In on-demand streaming systems, the multime-
dia contents (such as movies) are pre-recorded, and a user is allowed to issue a request to
select any one of the provided videos to watch. Upon receiving a user’s request, on-demand
streaming systems must ensure he/she receive a continuous and complete playback of the
requested video. In general, providing such on-demand media streaming services requires
a streaming server to dedicate non-trivial amount of forwarding bandwidth to each user for
a long period of time. Such a resource-consuming nature of media streaming drives most
service providers to shift the design of media-on-demand (MoD) systems from traditional
Client-Server infrastructure to multi-source such as peer-to-peer (P2P) networks [12, 24,
26]. In a P2P system, a peer (or a user) not only consumes the resources from the system,
but also contributes its own resources such storage and bandwidth to the system in return
[11, 25, 32]. With the aid of peers, the scalability of an on-demand streaming system can
be effectively improved, and more users can be concurrently served to solve the problem of
flash crowds [6, 20, 30].

In the past, there has been a great deal of work done on providing on-demand stream-
ing services in a P2P manner [4, 5, 8, 10, 17, 18, 22, 23]. Most of these systems employ
the cache-and-relay schemes which require each peer to cache the most recent video
contents it receives. In general, a user requesting an on-demand video service normally
intends to watch the video from the very beginning. Therefore, as long as a peer still
keeps the initial part of a video stream in its buffer, it can then relay the cached video
blocks to new coming peers requesting the same video in a pipelining fashion. The abil-
ity of a peer to contribute to the P2P MoD system by serving new coming peers depends
on the amount of available network bandwidth and the existence of the initial part of
a video stream in its buffer. A peer cannot serve any new coming peers if the initial
part of a video is no longer available in its buffer even if it still has available upload-
ing bandwidth left. Since the downloading and uploading capacity of a peer is determined
when it is initialized, the key challenge of maximizing the service availability of a peer
for stream relay is how to keep the initial part of a video cached in its buffer as long
as possible.

In addition, to address the issues of delivering data on lossy networks and also provide
scalable quality of services for heterogeneous clients, the adoption of scalable video cod-
ing techniques, such as Multiple Description Coding (MDC), [9, 27] has been proven as a
feasible resolution by a lot of research [4, 7, 13, 23, 28, 29]. The MDC is a flexible encod-
ing technique capable of encoding a video into multiple sub-streams, called descriptions.
Any subset of descriptions can be combined and decoded to reconstruct the original video
content with fidelity commensurate to the number of descriptions they receive. The more
descriptions are received, the higher the quality of the reconstructed video. There has been
a lot of research work for the realization of MDC with existing coding standards. In partic-
ular, a great deal of effort has been put into developing an H.264/AVC standard-compliant
multiple description (MD) encoder [1-3, 16, 31].

In our previous work, we proposed a novel caching scheme of a peer for peer-to-peer
on-demand streaming, called Dynamic Buffering [14, 15, 19]. The dynamic buffering relies
on the feature of MDC to gradually reduce the number of cached descriptions in a peer
once its buffer is full. Preserving as many initial parts of descriptions in the buffer as pos-
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sible, instead of losing them all at one time, would significantly extend the service time of
a peer and hence increase the service availability of a peer . In dynamic buffering, a cached
description in a peer is selected to discard and its buffer space is reallocated to other descrip-
tions to prolong their availability of initial blocks once the buffer space of the peer gets full.
As an example shown in Fig. 1, the 12-minute video is evenly encoded into 4 descriptions
di, da, d3, and dy. The first peer, po, arrives at the Oth minute and receives 4 descriptions
from the server with the buffer length of each description equal to 3 minutes. Each descrip-
tion is downloaded at the rate of one block per minute. At the 3th minute, pg’s buffer is
filled up with 4 descriptions. Instead of losing the initial parts of all 4 descriptions at one
time as the conventional cache-and-relay scheme does, po chooses one description, says d,
to discard and then evenly distributes the released buffer space to other descriptions. In this
way, now the buffer length of the remaining descriptions is 4 minutes, providing one extra
minute of availability for servicing new peers. The pg would repeat the above process every
time its buffer is filled up until there is only one description left in its buffer. As shown in
Fig. 1, during the time 3 to 4, time 4 to 6, and time 6 to 12, pg would only have 3, 2, and 1
descriptions available to forward, respectively. If peer p; arrives after time 12, since pg has
no initial part of any description to offer, p; will request the desired descriptions from the
server.

It is noted that the proposed dynamic buffering, which is known as the buffer manage-
ment scheme of a peer, can be applied on top of any multi-source streaming networks,

Fig. 1 An example of dynamic
buffering with 12-minute buffer
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such as tree-based and mesh-based P2P streaming networks [21]. The dynamic buffering
only concerns how to preserve the initial parts of received descriptions in a peer as long as
possible by dynamically adjusting the buffer space allocated to each cached descriptions.
Apparently, how to determine the receiving descriptions, select parent peers, and recover
from a peer failure which are mainly relied on the adopted specific P2P streaming network
model are independent from the buffer management scheme of a peer such as dynamic
buffering.

In general, cached descriptions in dynamic buffering can be classified into non-forwarded
descriptions if they are not yet forwarded to child peers and forwarded descriptions if
they are already forwarded to child peers. In our previous analysis [19], we had studied
the best case of service availability of a peer with dynamic buffering where a peer was
assumed to receive descriptions without forwarding any descriptions. However, in practi-
cal, generally a peer would probably forward cached descriptions to child peers on P2P
streaming networks. When a peer’s buffer is filled up, in addition to selecting a non-
forwarded description to drop for extending its service time, we may also select a forwarded
description to drop. In this case, only the buffer space overlapping with its child peer,
i.e., only the partial buffer space allocated to a description, would be released to preserve
the continuity of streaming. Once any description of a peer is forwarded to a child peer,
compared to the case with only non-forwarded descriptions, its service availability would
be reduced.

In this paper, we discuss and provide detailed analysis on how the number of different
forwarded descriptions in a peer with dynamic buffering could affect the service availabil-
ity. In addition, the mathematical formulas of the reduction of the service availability for
forwarding various numbers of different descriptions in a peer are derived. Note that we
assume the uploading and downloading bandwidths of a peer are equal and all peers are
altruistic without causing the problem of free riders. The experimental results confirm that
compared to the best case of service availability of a peer, the reduction of service availabil-
ity was only related to the number of different forwarded, not cached, descriptions. And, the
average service availability of a peer is the same when it forwards one kind of description
or none to child peers. Moreover, the experimental results also show that a peer forwarding
only one kind of description would have the most average service availability. Interestingly,
this result is in agreement with the Splitstream [4] where a peer is limited to forward only
one kind of description in a P2P streaming network. In conclusion, the contribution of this
paper can be summarized as follows.

1. We confirmed the best dropping policy for dynamic buffering, which would be first
applying non-forwarded descriptions dropped and then releasing overlapped buffer
of forwarded descriptions, which is called dynamic buffering with dropping non-
forwarded description first.

2. We derived the mathematical formulas of the average service availability of a peer with
dynamic buffering applying dropping non-forwarded description first.

3. We found that a peer would have the most average service availability of a peer when it
only forwards one kind of description.

The remainder of the paper is organized as follows. In Section 2 we describe the best
and general cases for service availability of a peer with dynamic buffering. In Section 3
we derive the general formula of the average service availability of a peer. The experimen-
tal results and analysis are presented in Section 4, and finally conclusions are drawn in
Section 5.
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2 Service availability of a peer with dynamic buffering
2.1 The best case

In our previous work [19], we have established the formula of service availability of a peer
with dynamic buffering for the best case where a peer only receives descriptions without for-
warding (aka. non-forwarding case). Assume that a peer with the buffer space of b receives
n descriptions of equal bit rate r at time T = 0. Therefore, b/nr buffer space is allocated to
each description. To simply the analysis, assume that r is equal to the bit rate of one descrip-
tion. Figure 2 shows the diagram of service availability for a peer with dynamic buffering.
Based on our previously analysis on dynamic buffering, the n,n — 1, n — 2, ..., 2, and 1
available numbers of descriptions in will be expired at times b/n, b/(n — 1), b/(n — 2), ...,
b/2, and b, respectively. The available service duration of a peer for servicing x descrip-
tions, where 1 < x < n, can be computed as the difference of the expiration time for
providing x — 1 descriptions and that for providing x descriptions. For example, the avail-
able service duration for providing n — 1 descriptionsisb/(n — 1) —b/n = b/n(n—1). The
ratios of available service durations for providing n,n — 1, n — 2, ..., 2, and 1 descriptions
are 1/n, 1/n(n — 1), 1/(n — 1)(n — 2), ..., 1/(3 x 2), and 1/2, respectively. It is worthy
noted that the service duration for providing one description is one half of the whole ser-
vice duration of a peer. In contrast, the ratio of the service available duration of providing
n descriptions is 1/n, and its significance on service availability of a peer depends on the
value of n.

Depending on the arrival time of a child peer, the number of selectable descriptions to
forward for a parent peer would be ranged from one to n. The average number of selectable
descriptions can be computed by the summation of the product of each possible number of
available descriptions and its ratio of available service duration,
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It is interesting to note that the average number of selectable descriptions in a peer when

a request of stream relay arrives is n-th harmonic number, and its approximate value is
well-known as Inn + y where y is Euler’s constant (~ 0.57721).

available number of kinds of descriptions

n n-1 n-2 /

des. des. des. 2 des. 1 des.
| (- | oo | | oot
f I I I I I (N
0 b/n bl(n-1) bl(n-2) eee b3 b2 b
- A C A b
Lo u i B
n nx(n=1) (n=1)x(n-2) 3Ix2 2%1

ratio of available service
duration

Fig. 2 Diagram of service availability of a peer with dynamic buffering
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It is noted that if a peer only forwards one kind of description to child peers, there is
no reduction on its service availability because it would gradually drop all of other non-
forwarded descriptions to extend the service time of the description. Therefore, the cases of
not forwarding any descriptions and only forwarding one kind of description to child peers
are the best cases for service availability of a peer.

2.2 The general case

In general, a peer would forward available descriptions to its child peers on a practical P2P
streaming network. At any given time, there are some descriptions which are selected to
be forwarded to child peers. In this general case, once the buffer space of a peer is filled
up, which description is selected to be dropped and release its buffer space to extend the
availability of other descriptions? a non-forwarded description? or a forwarded description?
To analyze the service availability of this general case, there are two policies for releasing
buffer space of descriptions, called dropping non-forwarded description first and dropping
forwarded description first. For dropping non-forwarded description first policy, once the
peer’s buffer is filled up, it would first drop the non-forwarded descriptions. If there are mul-
tiple non-forwarded descriptions, one is arbitrarily selected to release its buffer space. Until
there are no non-forwarded descriptions left in the peer’s buffer, the peer would then start
to release the overlapped buffer space of forwarded descriptions. The forwarded descrip-
tions are selected to drop based on the decreasing order of the size of the overlapping buffer
space. Again, a tie is broken arbitrarily. In contrast, the dropping forwarded description first
policy just does the opposite.

Figure 3 shows the examples of the two description dropping policies. Assume a peer
p1 with the buffer space of 12 blocks receives 3 descriptions. Peer p; has forwarded the
description d3 to ps and d; to p3. Figure 3a shows the a case of dropping non-forwarded
description first policy. When the first time p;’s buffer is filled up, p; completely drops
the non-forwarded description d> and then evenly reallocate the buffer of dato the other
two descriptions d; and d3. When the second time p;’s buffer is filled up, there are two
forwarded descriptions in the buffer. The buffer space of d3 has the largest overlap with
the child peer, therefore d3 is selected to release its overlap buffer space to the descrip-
tion d;. As shown in the figure, this policy could prolong the service time of peer p; with
only one description of d; left up to the 10th time slot. Figure 3b shows a case of drop-
ping forwarded description first policy. When the first time p;’s buffer is filled up, peer
p1 selects the forwarded description d3 which has the largest overlapped buffer space, the
blocks 1 and 2, with the child peer and evenly reallocates these two blocks to the other
two descriptions d; and dp. When the second time p;’s buffer is filled up, similarly, p;
releases the buffer of d; and it is reallocated to the description d>. The non-forwarded
descriptions would be kept until there are no forwarded descriptions in p;’s buffer. As
shown in the figure, this policy only prolongs the service time of p; with the description
d; left up to the 6th time slot. Clearly, as far as the service availability of a peer is con-
cerned, the dropping non-forwarded description first is better than the dropping forwarded
description first. Based on this conclusion, in this paper we use dropping non-forwarded
description policy for description selection. Note that if p; does not forward no descriptions
to other peers in Fig. 3, i.e., all cached descriptions are non-forwarded ones, the service
time of p; would last up to the 12th time slot, which represents the best case of service
availability of p.

Compared to the best case of dynamic buffering, the reduction of service availability of
a peer depends on the amount of the overlapped buffer space with child nodes, which is
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Fig. 3 Two dropping policies for dynamic buffering

determined by the number of different forwarded descriptions and the latest forwarding time
of a description. Note that given a peer forwarding n descriptions to n distinct child nodes,
the number of different descriptions may be ranged from one to n. Apparently, the more the
number of different forwarded descriptions, the less the number of different non-forwarded
descriptions and then the more reduction on the service availability of a peer. In addition,
when a peer forwards a description to multiple child peers arriving at different times, the
releasable buffer space of the description for reallocation could be determined by the latest
child peer. Figure 4 shows an example of determining the largest releasable buffer space for
reallocation. Peer p; arrives 3 time slots later than peer p;, and they are receiving the same
description, d, from a parent peer. As shown in the figure, only the blocks 1, 2, and 3 can
be released and reallocated to other descriptions for dynamic buffering. In conclusion, in
this paper we study the impacts of the number of different forwarded descriptions and the
arriving time of the latest child peers of a description on the service availability of a peer
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with the dropping non-forwarded description first policy, which is considered as the general
case of dynamic buffering.

3 Analysis for service availability of the general case

As mentioned previously, the dropping non-forwarded description first policy of dynamic
buffering consists of two phases, first sequentially dropping the buffer space of non-
forwarded descriptions and then releasing the overlapped buffer space of forwarded
descriptions if no non-forwarding description left in the buffer. To study the service avail-
ability of a peer for the general case, compared to the service availability of the best case,
we first consider the reduction of service availability of dropping non-forwarded descrip-
tions and then derive the reduction of service availability of releasing the overlapped buffer
space of forwarded descriptions, which are described in the following sections.

3.1 Service availability by dropping non-forwarded descriptions

In this section, we discuss the effect of the number of different forwarded descriptions in a
peer on its service availability with Dynamic Buffering. In dynamic buffering, the number
of disposable non-forwarded descriptions are limited by the forwarded descriptions in a
peer. Compared to the best case, the service availability of a peer would be reduced if a
peer forwards any cached descriptions to child peers, and its service availability would be
decreased along with the increase of the number of different forwarded descriptions. The
question is, how much that would be? Assume that a peer forwards f different descriptions,
in the end there are f forwarded descriptions which would not be selected to drop during
the first phases of dynamic buffering, and there are no buffer adjustments after time b/f.
Therefore, we would lose the capability of buffer adjustment during the service availability
of f —1, f —2,...,2, and 1 non-forwarded descriptions. By observing Fig. 2, the average
reduction of service availability for forwarding f descriptions would be, ﬁ x (f —

f
1 1 1 1 1 1,1 1
1)+W X(f_2)+...+m><2+m x1= 7+fj+...+§+§: 2:27
i=
Figure 5 shows an example of a peer with the buffer space of 12 receiving 4 descriptions.
Before 1st buffer adjustment t = 3, po has forwarded three descriptions, says, d», d3, and
dy to p1, pa, and p3, respectively. There are no buffer adjustments after time 12/3 = 4.
Figure 6 shows the diagram of the service availability of this example. Compared to the best

case, the reduction of average service availability of this case is 1 x % +2x 2% = % + %

Fig. 4 An example of
determining the largest releasable
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Lemma 1 Compared to the best case of dynamic buffering, the reduction of average ser-
vice availability by only dropping non-forwarded descriptions for a peer with f forwarded
descriptions is,

Inf+y—1,wheref > 1.

Proof
)3 LI WU S (U SR S A S "
izzi_2 3 o 23 f
=Inf+y—-1. (2)

O

In Lemma 1, we can find a clear relationship between the reduction of average service
availability and the number of different forwarded descriptions f. The reduction of average
service availability is only related to the number of different forwarded descriptions, f, and
it is independent from the number of received descriptions, n. It is noted that the best cases
of average service availability occur at f = 0 and f = 1 which do not cause any reduction
on service availability, so these cases are not applicable to Lemma 1.

3.2 Service availability by releasing the overlapped buffer space of forwarded descriptions

When there are only forwarded descriptions left in a peer’s buffer after dropping all the
buffer space of non-forwarded descriptions, to further extend the service availability, the
peer, next, would select a forwarded description one by one to release the buffer space
overlapped with a child peer until there is one forwarded description left. The selection
would be based on the lengths of overlapped buffer space of forwarded descriptions, and
the forwarded description with the longest overlapping buffer space would be selected first.
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Fig. 5 An example of dynamic buffering with 12-minute buffer and forwarded descriptions f =3
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Fig. 6 Diagram of the service availability for Fig. 5

Releasing the overlapped buffer space of forwarded descriptions can additionally extend
service time of a peer. In this section, we would like to infer the mathematical formulas of
additional average service availability of a peer gained by releasing the overlapped buffer
space of forwarded descriptions.

Figure 7 shows the general case of releasing overlapped buffer space for f for-
warded descriptions. Assume that peers pi, p2, .., py denote the latest peers
requesting descriptions d,— ¢, dy—f+1, ... , dn, at the times t, fp, ..., tf, respec-
tively. Without losing the generality, we assume t; > f >,..,> ty. Si, 8, ..,
Sy represents the additional average service availability by releasing the overlapped
buffer space of descriptions dj, da, .... , dy, respectively. As shown in the figure,
at the 1%' buffer adjustment, the description d; would release its overlapped buffer
space from time #; to b/f. That is, S x b = b/f — 11 = S = 1/f —
t1/b. This released buffer space would be evenly distributed to the other f — 1

descriptions, and each would gain additional Sf‘ff buffer time. Therefore, at the

2" puffer adjustment, the description d» would release its overlapped buffer space
from time #, to b/f plus the additional S‘Xb That is, S» x b = (b/f — 1) +

f-
S‘ff = S = 1/f — /b + f Agaln this released buffer space would be

evenly distributed to the other f — 2 descriptions, and each would gain additional

&55 buffer time. Therefore, S3 x b = (b/f — 13) + ?ff’ + S;fg = Sy =1/f —t13/b+

f . + 7% =1/f —t3/b+ Z . From above derivation, we can infer the general

formula of §;,

i—1
1 t; d S,‘
Si=—o - k)
b =

3

where f > 2and 1 < i < f — 1. The 1/f — t;/b represents average service

availability gained by releasing the overlapped buffer of description d;, and Z

j= l
represents the additional average service availability gained by releasing the overlapped
buffer of descriptions d; to d;—j. It is noted that the average service availability

gained by releasing the overlapped buffer space of f — 1 forwarded descriptions is,

f-1
> S
i=1
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To solve the recursion of (3), we list S, S», S3, and S4 to observe the occurrence.
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Fig. 7 The general case of releasing overlapped buffer space for f forwarded descriptions
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From the above statements, (3) now can be rewritten as the general equation,

i—1

=Ll Si _ _h
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Proof Here we are dealing with the statement,
i—1 i—1
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The both sides of (4) are equal and (4) is true for i = 1. That is, (1) holds.
Induction hypothesis: ~ Assume F (k) holds for i = k. That is,
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Next, assign Sy = ﬁ(l — % > tj) — % Then,

k—1
f k+1 1 tx e tkgl
Fk+1) : -y - = - - =
k+D k+1 bgﬂ N
1 1"23 f—k+1_1 fet1
T f—k bj_ f—k b
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T f—k bj_ll f—k " b b
1 k—1
=ﬁ b—th—tk — tk+1
j=1
k
1 1 tht1
= — (1= "] - ==
f—k be b

Thus, (4) holds for i = k + 1, and the proof of the induction step is complete.
Conclusion: By the principle of induction, (4) is true fori > 1.

O

Lemma 2 By dynamic buffering with dropping non-forwarded description first, additional
average service availability gained by releasing the overlapped buffer space of the i-th
forwarded description for a peer with f forwarded descriptions is,

-1

1 & — S 1
S = ———+ — = - ti |— wheref>2and1<l<f 1.
b ;f—J f-itl Z’

By Lemma 2, instead of using recursive computation as (3), we now can directly esti-
mate the S; by the latest relay time of i forwarded descriptions, the number of different
forwarded descriptions, f, and the buffer space of the peer, b, which would greatly reduce
the computational complexity.

Lemma 3 Given a peer buffering n descriptions and forwarding f different descrip-

tions, its average service availability by dynamic buffering with dropping non-forwarded
f—1
description first is, SA = (ln + 1)+ Z Si, wherel <i <nandl1 < f <n.

Proof By Lemma 1 and 2, SA’} would be the average service availability of the best case
subtracting the reduction of average service availability caused by forwarded descriptions
defined in Lemma 1, and then adding the additional average service availability owing to
releasing the overlapped buffer spaces of forwarded descriptions to extend their service
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times defined in Lemma 2. That is,

f-1
_[(lnn—i-y)—(lnf—i-y—l)]—i-ZS _(1n—+1> ZS

i=1

4 Experimental results

In this section, we present the experimental results of the service availability for various
number of forwarded descriptions with respect to various numbers of buffered descriptions.
As we stated previously, the dynamic buffering could be applied on top of any P2P stream-
ing networks. Therefore, in our experiments we assumed that no network topology was
involved. All peers were assumed to request the same video. The uploading and download-
ing bandwidths of a peer were equal, and all peers were assumed to be altruistic without
causing the problem of free riders. Furthermore, since the buffer management of a peer is
independent from the process of the recovery of source peer failure caused by either the
leave of parent peers or the malfunction of networks, we also assumed that there was no
peer failure in our experiments. The experimental environment was simulated in Matlab.
Besides, in [14] we already showed the merits of dynamic buffering over existing work
such as CoopNet, in this paper we further study the characteristics of dynamic buffering
applied to delivering MDC streams on P2P networks, specially focusing on how the num-
ber of different forwarded descriptions affecting the average service availability of a peer
by mathematical models.

—o—f=0.1

—— 2

—— =3
¢=0.1)-¢4=3)

—X— (1 =0,1)-(f=2)

25

1.5+

Average service availability (/peer)

1 1 1 1 1 il
2 4 6 8 10 12 14 16
# of buffered descriptions (n)

Fig. 8 The average service availability for the cases of f = 0, 1, 2, and 3 without releasing overlapped
buffer space of forwarded descriptions
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Figure 8 shows the average service availability for the cases of forwarded descriptions
f =0,1,2, and 3 with the buffer space of 12. By Lemma 1, the average service availability
for f forwarded descriptions can be derived by Inn+y —(In f +y — 1) =1In % + 1. Note
that the average service availability of f = 1 is the same as that of f = 0. In this experiment
we were not concerned about the additional service availability gained by releasing over-
lapped buffer space of forwarded descriptions. As shown in the figure, the average service
availability for f = 0, 1, 2, and 3 increases along with the number of buffered descriptions.
With the number of buffered descriptions n = 4, 8, and 16, the average service availability
of f =21is24 %, 18.3 %, and 14.7 % less than that of the best case, and the average service
availability of f = 3 is 40 %, 30.6 %, and 24.6 % less than that of the best case, respec-
tively. It is interesting to see that given a fixed f forward descriptions, when the number of
buffered descriptions is increased, the percentage of the reduction of average service avail-
ability would be decreased as well. When n gets very large, such a percentage reduction
would be negligible and the average service availability of f forward descriptions would be
close to that of the best case. In Fig. 8 we also shows the difference between the average
service availability of f = 2 and that of the best case f = 0 with respect to n, denoted as
(f =0,1) — (f = 2). Itis the constant value of 0.5 regardless of the value of n. Similarly,
the (f =0, 1) — (f = 3) is always to be 0.83 regardless of the value of n. Those facts show
that compared to the best case, the reduction of average service availability is only related
to the number of different forwarded descriptions f, not the number of buffered descrip-
tions 7.

(c) arrival rate = 33 (d) arrival rate = 20

Fig. 9 The average service availability for various number of buffered receiving descriptions
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To evaluate average service availability of a peer forwarding various numbers of descrip-
tions, In the next experiment, we define the probability of a peer forwarding f descriptions
as p(f),0 < p(f) <land1 < f < n, where n is the number of buffered descriptions,
1 < n < 16. Two distributions of p(f) are discussed which are the uniform distribution
(p(f) = #) and the normal distribution of p( f) with the meanu = 1,2, 3,4, and |n/2].
In addition, the arrival rates of peers followed the Poisson distribution, which were equal
to 1, 2, 5, and 20 (peers/second). Based on above assumptions, overall the average service
availability of a peer would be, SA’} x p(f).

Figures 9a—d shows the average service availability with respect to various numbers
of buffered descriptions when the arrival rate equal to 1, 2, 5, 20, respectively. In gen-
eral, the average service availability decreases along with the increase of the number of
buffered descriptions. In our experiment, as shown in the figures, assuming p(f) in nor-
mal distribution generally generates higher average service availability with respect to
various numbers of buffered descriptions than that in uniform distribution. Through the
observation of Fig. 9a—d, we could draw three important conclusions. First, most peers
forwarding only one description (i.e., # = 1) would possess the highest average ser-
vice availability among different values of u, regardless of arrival rates. This matches
the conclusion in Section 2.1 stating that a peer forwarding none (# = 0) and one
(u = 1) description possess the best average service availability. Second, as the arrival rate
increases, the gaps of average service availability between u = 1 and u = 2,3, 4, |n/2]
become smaller. When the arrival rate equals 20 peers/second, they are almost identi-
cal as shown in Fig. 9d. This is because when the arrival rate increases, the chance of
child peers coming in earlier may be increased and hence the average service availability
would become larger. Finally, most importantly, based on the experimental results of these
four figures, a peer forwards only one description would have the most average service
availability.

5 Conclusion

In this paper we discuss the average service availability of a peer with dynamic buffering
for the dropping non-forwarded description first, and provide detailed analysis on how the
number of different forwarded descriptions affects the average service availability of a peer.
In addition, we derive the mathematical formulas of the reduction of average service avail-
ability for various numbers of different forwarded descriptions and the gain of the average
service availability of a peer by releasing the overlapped buffer space with child peers. Our
experimental results show that the reduction of the average service availability of a peer is
only related to the number of different forwarded descriptions. Besides, regardless of arrival
rates, most peers forwarding only one description would possess the highest average ser-
vice availability among different probability distributions for various numbers of different
forwarding descriptions, which matches the criteria of the previous work, Splitstream. In
the future we plan to apply the dynamic buffering with dropping non-forwarded description
first on practical P2P streaming systems to observe its performance. In addition, whether
the optimization of average service availability of a peer might lead to the optimum global
average service availability on P2P streaming networks will be further explored.
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