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Abstract Digital steganography is a new approach for secure communication. Via using it, the
sender and the receiver can easily exchange secret message on the Internet without arousing
any suspicion. Previously, a lot of ordinary distortion functions for joint photographic experts
group (JPEG) steganography have been presented, which can guide the message embedding in
the non-zero alternating current (AC) discrete cosine transform (DCT) coefficients of JPEG
image. In this paper, we present a framework for improving the security performance of these
distortion functions. In our new framework, these ordinary distortion functions are not
restricted to evaluating the distortion values of non-zero AC DCT coefficients any more,
and their coverage areas will be extended to all DCT coefficients, including the direct current
(DC) coefficients and all the zero and non-zero AC coefficients. All the coefficients in JPEG
image are divided into two groups: changeable group (CG) and reserve group (RG), respec-
tively. The coefficients that may result in less detectable distortion are grouped into CG and the
rest into RG. Via associating the distortion values to coefficients in CG and RG with different
strategies, a series of new advanced distortion functions can be generated. The experimental
results demonstrate that while applying these advanced distortion functions to JPEG stega-
nography, the statistical characteristics of the carrier image will be preserved better than the
prior art, and consequently secure JPEG steganographic schemes can easily be obtained.
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1 Introduction

Digital steganography is the art and science of passing secret information in amanner that the very
existence of hidden message is unknown. Different from traditional watermarking [10, 11], the
key concept of steganographic systems is the security performance, i.e., the statistical un-
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detectability. It may be influenced bymany factors [6], such as the choice of cover object, the type
of modification operation on cover elements, the number of embedding changes (related to the
payload), and the distortion functions used to identify individual elements of cover that could be
modified during embedding. Assuming that the first three factors mentioned above are the same,
designing the distortion function would be an important approach to minimizing the impact
caused by modification, and thus improve the security performance of steganography.

To minimize the impact caused by data embedding, the sender should choose to modify
those elements (pixels/coefficients) in such a way that the caused detectable distortion is as
small as possible. Embedding the secret message bits under the guidance of minimizing
distortion function can improve the security performance of steganography and has been
known for a long time. Previously, Fridrich et al. [4] presented the perturbed quantization
(PQ) steganography. As a specific case, they pointed out that the sender can constrain the
embedding changes to those DCT coefficients that experience the largest quantization error,
i.e., the coefficients with the quantization error of 0.5 ± ε (ε is a small positive number). Such
kind of coefficients, when rounded to the other value, may leave the smallest embedding
distortion. In [7], another two adaptive versions of PQ, i.e., texture-adaptive PQ (PQt) and
energy-adaptive PQ (PQe) were presented. Through considering the local block content such
as texture complexity and energy capacity, JPEG steganography with higher security perfor-
mance can be obtained. In [2, 31, 32], the authors combined quantization step with quantiza-
tion error in their distortion function to improve the security performance of JPEG steganog-
raphy. Besides the quantization step, Wang and Ni [36] presented a new JPEG distortion
function with consideration of the entropy of each coefficient block, and the experimental
results demonstrate that this entropy based (EB) distortion function may lead to less detect-
ability of steganalyzers. Recently, Huang et al. [13] presented another distortion function for
JPEG steganography, which is called new PQ (NPQ). Three factors are considered, i.e., the
quantization error, the quantization step and the magnitude of quantized DCTcoefficients to be
modified. Via nonlinearly combining these three different factors, the new distortion function
NPQ can improve the security performance of JPEG steganography significantly.

All the aforementioned ordinary distortion functions are employed to find the non-zero AC
DCT coefficients that may result in less detectable distortion for modification. Generally, they
are applied together with the utilization of some channel coding techniques, which are called
channel-codes embedding in this paper. For example, how to implement PQ distortion function
in JPEG steganography was exemplified with the help of wet paper codes [4]. In [19], the
authors provided a simple and practical scheme to apply PQ distortion function with utilization
of the modified binary Hamming codes. This new embedding strategy allows more than one
embedding change in each coefficient block. Via a brute-force search, the modifications are
made on those coefficients that may introduce minimal detectable distortion, and thus improv-
ing the security performance of the corresponding JPEG steganography. According to the
number of allowable changing bits in each coefficient block, these modified matrix encoding
(MME) schemes are called MME2, MME3, etc. Similar approach can also be made based on
BCH (Bose, Chaudhuri and Hocquenghem) codes [26] to improve the efficiency of channel-
codes embedding as described in [32, 39]. However, since the decoding of BCH codes is much
more complicated than Hamming codes, some specific techniques need to be adopted by the
sender to reduce the time complexity and storage complexity in the embedding process.
Recently, Filler et al. [2] provided the syndrome-trellis codes (STCs), which can be utilized
for embedding while minimizing an arbitrary additive distortion function with a performance
near the theoretical bound. This new methodology can directly improve the security perfor-
mance of many existing steganographic schemes, allowing them to communicate larger
payloads at the same embedding distortion or to decrease the distortion for a given payload.
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Note that with the rapid development of steganography, the counterpart steganalysis has
also made much achievement in the past few years. Via employing the techniques in the fields
such as signal processing and pattern recognition, the existence of the hidden material may be
detected with a high accuracy rate. For some classical steganographic schemes such as least
significant bit (LSB) substitution, the cover and stego images can easily be discriminated [27].
Moreover, not only the message length can be estimated accurately [1], but also the embedded
message can be located [17] under some special conditions. What is worth mentioning, a lot of
efficient universal steganalyzers have been proposed in the past few years, such as moments
based steganalyzers [38], Markov process based steganalyzers [35], MM (merging Markov
and DCT features) [28], CC-PEV (cartesian-calibrated Pevný) [20], SPAM (subtractive pixel
adjacency matrix) [29], CDF (cross domain feature) [21], NJ (neighboring joint density-based
JPEG steganalyzer) [25], and rich models [23, 24]. Though these universal steganalyzers can
only be applied in laboratory conditions as pointed by Ker et al. [18], e.g., the steganalyst
needs to have the perfect knowledge of the cover source and the embedding algorithm, these
steganalyzers still pose a great threat to the security of today’s steganographic schemes.

In this paper, we present a new framework for improving the security performance of those
previously proposed ordinary distortion functions. Firstly, the ordinary distortion functions’
applied range is extended from non-zero AC DCT coefficients to all DCT coefficients, thus all
DCT coefficients are utilized for channel-codes embedding and the efficiency (i.e., the number
of bits embedded per embedding change [5]) can be improved. Secondly, in order to minimize
the detectable distortion that may be introduced in the embedding process, all DCT coefficients
are divided into two groups: changeable group (CG) and reserve group (RG). Note that in our
framework, any coefficient can be modified in the embedding process and no coefficient is
considered as un-changeable. The coefficients that may result in less detectable distortion are
grouped into CG and the rest are into RG. Several general rules for dividing the coefficients
into CG and RG are given and one scenario for dividing the coefficients into CG and RG is
exemplified, which can be utilized to form a series of new advanced distortion functions.
Experimental results demonstrate that while applying these advanced distortion functions to
JPEG steganography with channel-codes embedding techniques, JPEG steganographic
schemes with higher security performance can easily be obtained.

The rest of this paper is organized as follows. In Section 2, the proposed new framework is
introduced. Experimental results and analysis are illustrated in Section 3, and the conclusion is
drawn in Section 4.

2 Proposed framework

Suppose the raw, uncompressed side-image is available to the sender, which is called pre-cover
image as that in [16]. The DCTcoefficients that have been divided by quantization steps and not
yet rounded are called un-rounded DCT coefficients, and those that have been divided by
quantization steps and rounded are called quantized DCT coefficients, respectively. The previ-
ously proposed ordinary distortion functions such as PQ [4], NPQ [13] and EB [36] will be drawn
into our framework to generate a series of new advanced distortion functions. To make this paper
self-contained, we will introduce the PQ, NPQ and EB distortion functions firstly.

2.1 Previously proposed ordinary distortion functions

Without loss of generality, the quantized and un-rounded DCT coefficients utilized for data
hiding are represented by C=(c1,c2,…,cN) and C'=(c'1,c

'
2,…,c'N), respectively, where N
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represents the number of coefficients in the quantized and un-rounded DCT coefficient
sequence. The relationship between ci(1≤i≤N) and c'i(1≤i≤N) is as follows.

ci ¼ round c
0
i

� �
ð1Þ

where round (x) is a function that rounds the element x to its nearest integer. Note that in
Eq. 1, ci represents the quantized DCTcoefficient that is obtained in JPEG compression without
secret message embedding. Suppose that while embedding the secret message the modification
needs to be made on ci, and the coefficient after being modified is represented by si.

2.1.1 PQ distortion function

PQ distortion function is represented as follows.

dPQci ¼ ci−c 0
i

���−���si−c 0
i

��� ������ ��� ð2Þ

where |x| is a function that returns the absolute value of the corresponding element x. For
any coefficient ci, the PQ distortion value dPQci can be computed according to Eq. 2. As pointed
out in [4, 19], while embedding the secret message bits, the sender should select those
coefficients with minimal PQ distortion values for modification.

2.1.2 NPQ distortion function

NPQ can be regarded as an improved version of PQ with considering the quantization step and
the magnitude of the quantized DCT coefficient to be modified. Suppose the quantization step
associated with the coefficient ci is qi. According to [13], NPQ distortion function is repre-
sented as follows.

dNPQci
¼ dPQci � qið Þλ1= μþ cij jð Þλ2 ð3Þ

where λ1 and λ2 are two parameters that are used to control the impacts caused by qi and
|ci|, respectively. As recommended in [13], the two control parameters λ1 and λ2 can be
selected in the rage of (0, 1]. The parameter μ is utilized to avoid the zero divisors in Eq. 3.
When NPQ is only utilized to compute the distortion value corresponding to the non-zero AC
DCT coefficients, μ is selected as 0. Otherwise, the parameter μ can be selected as a small
number, e.g., the number 1. For any coefficient ci, the NPQ distortion value dNPQci

can be
computed according to Eq. 3. As pointed out in [13], while embedding the secret message, the
sender should select those coefficients with minimal NPQ distortion values for modification.

2.1.3 EB distortion function

As pointed out in [36], texture regions in the image may have larger entropy than those in smooth
regions, thus the entropy can be employed to evaluate the texture complexity of the image regions
and construct the distortion profile.With considering the entropy of the 8×8 block of the non-zero
quantized AC DCT coefficients, the EB distortion function is represented as follows.

dEBci ¼ qi si−ci0j j−0:5ð Þ
H B cið Þ� �

 !2

ð4Þ
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where B cið Þ represents 8×8 quantized DCT coefficient block that includes the coefficient ci.

Assume there are K different non-zero quantized ACDCTcoefficients in block B cið Þ , the entropy

of the corresponding coefficient block is defined asH B cið Þ� � ¼ − ∑
k¼1

K
hB

cið Þ
k loghB

cið Þ
k , where hB

cið Þ
k

k ¼ 1; 2;…;Kð Þ represent the probabilities of all non-zero quantized AC DCT coefficients in

block B cið Þ . Note that if K=0, a small value is assigned to H B cið Þ� �
directly. Wang and Ni [36]

applied the EB distortion function on all the non-zero quantized AC DCT coefficients, and good
experimental results have been obtained.

2.2 The proposed framework

As mentioned above, in [13, 19, 36], the proposed ordinary distortion functions PQ, NPQ and
EB are only utilized to guide the modification on those non-zero AC DCT coefficients. In our
new framework, we will extend their coverage range to all the DCTcoefficients. That is, all the
DCT coefficients will be utilized for channel-codes embedding. One of the immediate benefits
of utilizing all DCT coefficients (including numerous zero coefficients) for channel-codes
embedding is that the embedding efficiency (i.e., the number of bits embedded per embedding
change [5]) can be improved greatly. For example, when MME2 or MME3 codes is utilized
for channel-codes embedding, k secret message bits can be embedded into the corresponding
DCT coefficient block with length of 2k-1 by making at most two or three embedding changes.
As seen, with a larger value of k, the channel-codes embedding will be conducted more
efficiently. Note that the value of k is determined by the length (denoted by L) of all secret
message bits to be embedded and the number (denoted by N) of DCT coefficients that can be
utilized for data hiding. Generally, the maximum value of k that satisfies k

2k�1
≥ L

N is selected in

the embedding process. As seen, with the increasing of N, a larger value of k can be obtained.
Note that utilizing some zero coefficients in low frequencies for data hiding can not only
improve the channel-codes embedding efficiency, but also improve the security performance
of JPEG steganography, which have been demonstrated in [12, 15].

However, utilizing all DCT coefficients for channel-codes embedding may simultaneously
introduce a threat to the security of the corresponding steganography, since some coefficients
that may introduce much detectable distortion may be modified inevitably in the embedding
process. Thus in our new framework, we will divide all DCT coefficients into two groups: CG
and RG. The coefficients that may introduce less detectable distortion are divided into CG, and
the rest coefficients are divided into RG. Via associating distortion values to the coefficients in
CG and RG with different strategies, the modifications can mainly be made on those
coefficients in CG in the embedding process. That is, on one hand, the channel-codes
embedding can be conducted more efficiently; on the other hand, the modification can be
made on those coefficients that may introduce minimal detectable distortion as much as
possible.

2.2.1 How to divide coefficients into CG and RG

The statistics of DCT coefficients are complicated and they may interact with each other.
Moreover, the statistics of DCT coefficients may also have a very close relationship with the
secret message bits to be embedded, and the type of embedding operation that modifies the
coefficients, etc. There is no absolute standard for determining which coefficient should be
divided into CG or RG. That is, it is not easy for us to derive an optimal strategy for dividing
the coefficients into CG and RG in our framework. However, a series of suboptimal scenarios
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can be found easily as pointed out in [14]. Here are some general rules for dividing coefficients
into CG and RG.

Figure 1 illustrates the standard JPEG quantization table corresponding to the quality factor
(QF) of 75, which is popularly used by JPEG images on the internet. Generally, the magni-
tudes of the elements in the quantization table are increased according to the zig-zag scanning
order. As we know, the inverse block DCT is a linear transformation. Thus, the modification on
the quantized DCT coefficient associated with smaller quantization step may result in less
distortion in spatial domain. Based on this observation, in JPEG steganography, the modifi-
cation should be made on those coefficients belonging to the relatively low frequencies as
much as possible. Consequently, in our framework, most of the low frequency coefficients
(including the numerous zero coefficients) are divided into CG, whereas the rest high
frequency coefficients are divided into RG.

Let it be noted that in JPEG image the 8×8 coefficient blocks are associated with the same
quantization table, and modification on coefficients in the same frequency may result in the
same distortion in spatial domain. However, it does not mean that the same number of
quantized DCT coefficients can be selected for modification from each 8×8 block. In Fig. 2,
two 8×8 quantized DCT coefficient blocks of “lena.jpg” image with QF=75 are illustrated.
Figure 2a corresponds to a texture or noisy region while Fig. 2b corresponds to a smooth
region. As seen, the distribution of low frequency coefficients in Fig. 2a is much more difficult
to model than that in Fig. 2b. That is, modifications made on the low frequency coefficients in
Fig. 2a may result in low statistical detectability, whereas modifications on low frequency
coefficients in Fig. 2b may easily be captured by today’s universal steganalyzers. Based on this
observation, the number of coefficients selected for modification should be determined
according to the texture complexity of each 8×8 block of the carrier image. Thus in our
framework, in the texture blocks more coefficients are divided into CG, whereas in the smooth
blocks fewer coefficients are divided into CG.

As we mentioned before, the coefficients in any frequency can be modified in the
embedding process as if the modification is less enough to a limited extent. In [14], we
demonstrated that all the AC coefficients are considered as changeable coefficients, and good
security performance could still be obtained. However, this scenario is not recommended in
this paper, since it may introduce some weakness in the corresponding steganographic
schemes. In Fig. 3, we illustrate the ratios of zero coefficients in each frequency of some
JPEG images with QF=75. Figure 3a corresponds to the ratios of “lena.jpg”, and Fig. 3b

Fig. 1 Standard JPEG quantization table corresponding to QF=75
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corresponds to the average ratios of all 10,000 images in BOSSBase image dataset [3]. The
horizontal axis represents the index of frequency according to zig-zag scanning order and the
vertical axis represents the ratio of zero coefficients. It is easy to find out that in most of the
high frequencies, the ratio of zero coefficients is near 100%. Note that if we compute the
distortion values according the aforementioned ordinary distortion functions directly, those
high frequency coefficients may be associated with a very small distortion value. For example,
in Eqs. 2, 3 and 4, if the round errors of some un-rounded coefficients in high frequency are
approximately equal 0.5, the corresponding distortion values will be about zero and they may
be selected for modification in the embedding process. These modifications should be avoid as
far as possible since they may be captured by today’s feature based steganalyzers or some
specific JPEG steganalyzers.

In addition, As pointed in [9], the modification on DC coefficients may introduce
some cyclical distortion and thus lower the security performance of the corresponding
JPEG steganography. In order to make our framework more generally applicable, the
DC coefficients are excluded from the changeable coefficient in our framework. In the
following, one scenario for dividing the coefficients into CG and RG will be
exemplified.

(a)                  (b)

Fig. 2 Two 8×8 DCT coefficient blocks of “lena.jpg” with QF=75. a The 2008th (from top to bottom and then
left to right) 8×8 block. b The 2373th (from top to bottom and then left to right) 8×8 block
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Fig. 3 The ratios of zero coefficients in different frequencies a “lena.jpg” with QF=75. b BOSSBase images
with QF=75
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2.2.2 Exemplified scenario for dividing the coefficients into CG and RG

In our exemplified scenario, the quantized DCT coefficients are divided into CG and RG
according to the statistics of pre-cover image in spatial domain. Suppose the standard deviation
of pixel values in each 8×8 block of the pre-cover image is Pi(1≤i≤N), where N represents the
total number of 8×8 blocks in the pre-cover image. The average value of all the standard

deviations is P ¼ 1
N ∑

i¼1

N

Pi , and the maximum value among all the standard deviations is Pmax=

max(P1,P2,…,PN). In each block, the number of AC DCT coefficients that belongs to CG is
computed as follows.

Bi ¼

1; if 0≤Pi <
1

32
P

1

2
� 64� Pi=P

� �� �
; if

1

32
P≤Pi < P

1

2
� 64� 1þ Pi=Pmaxð Þ

� �
; if P≤Pi < Pmax

63 if Pi ¼ Pmax

8>>>>>>><
>>>>>>>:

ð5Þ

where Bi(1≤i≤N) represents the number of AC DCT coefficients that should be divided in
CG in each 8×8 block, and ⌊x⌋ is a function that rounds the element x to its nearest integer less
than or equal to x. In Eq. 5, the number 64 represents that there are 64 DCTcoefficients in each
8×8 block. In this scenario, the Bi(1≤i≤N) changeable coefficients in each block are selected
according to the zig-zag scanning order, and the rest AC and DC coefficients are considered as
reserve coefficients. Other methods for dividing the coefficients into CG and RG may still
work, e.g., we can change the number 32 to 31 or 30 in Eq. 5, and the obtained distortion
function may still work. Here, we only try to illustrate the applicability of our framework and
do not try to make a clear boundary between CG and RG.

2.2.3 Proposed advanced distortion function

In our framework, the impact caused by the modifications of coefficients in CG and RG can
still be measured using some ordinary distortion functions firstly. Then, those obtained
distortion values associated with the coefficients in RG are multiplied by a penalty factor,
which is a big value. The proposed advanced distortion function is defined in Eq. 6.

dADV
ci

¼ dORD
ci

� 1þ δð Þ ð6Þ

In Eq. 6, the dORD
ci

represents the impact caused by modification operation on coefficient ci,

which is computed according to the ordinary (abbreviated as “ORD”) distortion functions such
as PQ, NPQ and EB. The penalty factor δ is selected as a big value (e.g., 106) for the
coefficient ci∈RG, otherwise it is selected as 0. According to Eq. 6, for any coefficient ci in
the input image, the advanced (abbreviated as “ADV”) distortion value dADV

ci
can be easily

computed.
As seen, the distortion values associated with the coefficients in CG may be much less than

that in RG in general in our advanced distortion function. When embedding message bits with
some channel-codes embedding strategy as in [2, 13, 19, 32, 36, 39], several alternative
solutions may be produced and those coefficients in CG that may result in less detectable
distortion will take precedence for modification. On the other hand, even if all the alternative
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solutions are restricted to those coefficients in RG, the coefficients in RG associated
with smaller ordinary distortion values will still take precedence for modification.
That is, the advanced distortion functions can pilot us to make as less distortion as
possible in the embedding process, and thus the security performance of JPEG
steganography can be improved. Note that as we mentioned before, no coefficient is
considered as un-changeable in our framework, and any DCT coefficient can be
modified if needed in the embedding process. That is also the main reason why we
call these coefficients changeable and reserve coefficients, not changeable and un-
changeable coefficients.

2.2.4 Modification way on the DCT coefficients

Via applying our advanced distortion functions to JPEG steganography, no special processing
needs to be made on those quantized DCT coefficients with values of +1 and −1 as that in [13,
19, 36]. Note that in [13, 19, 36], the applied range of ordinary distortion functions is the non-
zero quantized AC DCT coefficients. If the coefficient with value of +1 or −1 is flipped to 0,
the recipient will not be able to accurately locate the corresponding non-zero coefficients
utilized for channel-codes embedding in the transmitting end, and the embedded secret
message bits may not be extracted successfully. Thus, special modification operation should
be made by the sender on those quantized coefficients with values of +1 and −1. For example,
in [13, 19, 36] the quantized coefficients with values of +1 and −1 can only be flipped to +2
and −2, respectively.

Since the advanced distortion functions generated from our framework are applied on all
the DCT coefficients, i.e., all the coefficients are utilized for channel-codes embedding, no
such special modification operation needs to be made while applying our advanced distortion
functions to JPEG steganography. For any coefficient ci(1≤i≤N) to be modified, the operation
is conducted as follows.

si ¼ ci þ 1; if ci−c 0
i

� �
≤0

ci − 1; if ci−c 0
i

� �
> 0

	
ð7Þ

where si is the coefficient after having been modified.
A special note of interest is that while applying those advanced distortion functions

generated from our framework to JPEG steganography, the sender should first divide
all the DCT coefficients into CG and RG. However, the sender does not need to share
the dividing scenario with the recipient, since they (i.e., the sender and recipient) both
use all the DCT coefficients to conduct channel-codes embedding. The recipient does
not need to locate the DCT coefficients in CG or RG in the receiving end, and he/she
can exchange the secret message with the sender easily via selecting the same
channel-codes embedding strategy.

According to our above description, the main difference between our new advanced
distortion function and those ordinary distortion function is the coverage area which is
extended from non-zero AC DCT coefficients to all DCT coefficients. While applying these
new advanced distortion functions to JPEG steganography, the channel-codes embedding
strategy remains the same and the modification way on the DCT coefficients is even more
simple. Though the number of coefficients need to be processed is increased via using our
advanced distortion functions, the computational complexity does not change. Thus our
advanced distortion functions can be applied to JPEG steganography conveniently as those
ordinary distortion functions.
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3 Experimental results

In this section, experimental results and analysis are presented to demonstrate the effectiveness
of our proposed framework. The test image set consists of 10,000 pre-cover images which are
downloaded from the BOSSBase image dataset [3]. All the images are with the size of 512×
512. In the following, the JPEG compressed image without any message embedding is called
cover image. The cover and stego images are created using the same JPEG encoder as that in
[33], and the quality factor is selected as 75 in all of our testing. The secret message bits are
randomly generated, and the embedding rates are represented in terms of bpac (bits per non-
zero quantized AC DCT coefficients) values.

In our experiments, the PQ, NPQ and EB are selected as the ordinary distortion functions
for demonstrating the effectiveness of our framework, and their corresponding advanced
distortion functions are represented as AdvPQ, AdvNPQ and AdvEB, respectively. We have
applied the aforementioned three ordinary distortion functions and their corresponding ad-
vanced distortion functions to JPEG steganography with three different channel-codes embed-
ding strategies (i.e., MME2, MME3 and STC) for a detailed comparison. Note that the two
control parameters of NPQ are selected as (λ1=0.5,λ2=0.2), and the height of pseudorandom
sub-matrix of STC is selected as H=10 in all our testing.
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Fig. 4 The detection error rates corresponding to PQ and AdvPQ with different channel-codes embedding
strategies. a MME2 b MME3 c STC
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The security performance of our framework is tested with one of the most popular JPEG
steganalyzers CDF [21]. It is a combined version of CC-PEVand SPAM. The 548-dimensional
CC-PEV feature vector is mainly extracted from JPEG domain and the 686-dimensional
SPAM feature vector is extracted from spatial domain. Through combing the CC-PEV and
SPAM feature vectors, we can get 1,234-dimensional CDF feature vector. The feature vector or
its improved versions are popularly utilized in evaluating the security performance of some
classical algorithms such as F5 [37] and MB1 [33], and a lot of modern steganographic
schemes [8, 9, 30, 34].

The ensemble classifier presented in [22] is employed in our testing with default parameters
(publicly available implementation of the ensemble classifier can be downloaded from http://
dde.binghamton.edu/download/ensemble). It is a fully automatic framework with an efficient
utilization of out-of-bag (OOB) error estimates for stopping criterion. As pointed out in [22],
the proposed ensemble classifier consists of a lot of base learners independently trained on a
set of cover and stego images. The decision threshold of each base learner is adjusted to
minimize the total detection error under equal priors on the training set:

PE ¼ min
PFA

1

2
PFA þ PMD PFAð Þð Þ ð8Þ

where PFA , PMD are the probabilities of false alarm and missed detection, respectively.
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Fig. 5 The detection error rates corresponding to NPQ and AdvNPQ with different channel-codes embedding
strategies. a MME2 b MME3 c STC
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The detection error rates corresponding to different ordinary and advanced distor-
tion functions (i.e., PQ and AdvPQ, NPQ and AdvNPQ, EB and AdvEB) are
illustrated in Figs. 4, 5 and 6, respectively. In these figures, the horizontal axes
represent the bpac values, and the vertical axes represent the detection error rates.
For the aforementioned eighteen steganographic schemes (there are 6 different distor-
tion functions and each distortion function has been tested with MME2, MME3 and
STC three different channel-codes embedding strategies), the test embedding rates are
increased from 0.05 bpac to 0.40 bpac with the step size of 0.05. The selected
channel-codes embedding strategy and the steganalyzer are illustrated in the title of
each figure. For the aforementioned ordinary and advanced distortion functions, their
corresponding detection error rates are represented as ErrPQ , ErrAdvPQ , ErNPQ ,
ErrAdvNPQ , ErrEB and ErrAdvEB , respectively.

It is observed from Figs. 4, 5 and 6 that for any ordinary distortion function, with
incorporating it into our proposed framework, the security performance of the resulted
JPEG steganographic scheme can be greatly improved. At some circumstances, the
final detection error rates will increase 35 percentage points or even more, e.g., PQ
distortion function with MME3 embedding strategy at the embedding rate of 0.20
bpac, and EB distortion function with MME3 embedding strategy at the embedding
rate of 0.30 bpac. Our experimental results also demonstrate that the selections of
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Fig. 6 The detection error rates corresponding to EB and AdvEB with different channel-codes embedding
strategies. a MME2 b MME3 c STC
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ordinary distortion function and the embedding codes are also two important factors
that may influence the final security performance of the obtained steganographic
schemes. That is, with selecting more efficient embedding strategy or more optimized
ordinary distortion function, the effectiveness of our proposed framework may be
improved further. For more detail, please refer to Figs. 4, 5 and 6.

At last, we also conduct some experiments to demonstrate the effectiveness of our
exemplified scenario for dividing the coefficients into CG and RG. There are three
steps in our test: 1) randomly select 1,000–3,000 coefficients belonging to CG or RG
for modification (i.e., randomly minus or plus one); 2) use CDF to extract features
from the cover and modified images; 3) employ the ensemble classifier to differentiate
the cover and modified images. The experimental results are shown in Table 1. As
seen, when the coefficients belonging to RG are selected for modification, the cover
and modified images are easier to be differentiated. For example, even if the number
of coefficients (belonging to RG) selected for modification is as few as 1,000 bits, the
final differentiation error rate is about 0.02 %. However, if the 1,000 coefficients
selected for modification belongs to CG, the final differentiation error rate will be as
high as 13.2 %. Note that dividing the coefficients into CG and RG can not only
improve the security performance of the JPEG steganography, it can also improve the
visual quality of the stego images. In Table 1, we also illustrate the average peak
signal-to-noise ratios (PSNR) between the cover images and the modified images. It is
observed from Table 1 that when modifications are made on those coefficients
belonging to CG, much better visual quality can be obtained.

4 Conclusions

JPEG is one of the most common image formats produced by digital cameras,
scanners, and various photographic image capture devices nowadays. Therefore, hid-
ing secret message into JPEG images may provide effective camouflage. In order to
improve the security performance of JPEG steganography, generally there are two
approaches, i.e., channel-codes embedding and distortion function designing. However,
different from that of channel-codes embedding there is a theoretical bound that can
be utilized to judge the embedding efficiency, while for distortion function designing,
there is no absolute standard until now. Designing distortion function of JPEG
steganography is a hard and open problem. In this paper, we presented a framework
for designing distortion functions of JPEG image with pre-cover image. The main
contributions of our framework are as follows.

1) The proposed framework has good practicability. Via using it, a lot of advanced distortion
functions can easily be generated to form a series of JPEG steganographic schemes with

Table 1 The detection error rates corresponding to different the number of modified coefficients

The number of modified coefficients 1,000 2000 3,000

CG RG CG RG CG RG

Error rates (%) 13.20 0.02 5.46 0 2.83 0

Visual Quality (PSNR) 46.2 40.6 43.2 37.6 41.5 35.8
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high security performance. It is an efficient way to confuse today’s steganalyzers and
move steganography from the laboratory into the real world.

2) Our proposed framework is an open system. It will not be constrained to the aforemen-
tioned dividing scenario and ordinary distortion functions. Other dividing scenarios and
ordinary distortion functions can be adopted easily in our framework to generate a series
of new advanced distortion functions.

3) Several general rules for evaluating the detectable distortion associated with the DCT
coefficients are illustrated in this paper, which may provide some insight into the kind of
distortion function designing work in the future.
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