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Abstract In this paper, we propose blind and non-blind watermarking schemes in the real
oriented wavelet transform (ROWT) domain. The ROWT, which is a member of the dual tree
complex wavelet transform (DTCWT) family, is chosen as a watermarking domain since
the DTCWT has recently emerged as an important new image processing tool. Existing
watermarking schemes based on the DTCWT usually lack high embedding capacity. This is
mainly due to the fact that the left inverse and the right inverse of the DTCWT (including the
ROWT) are not equal. We have observed a relation when the ROWT follows its left inverse,
and have used this relation to develop two watermarking schemes in the ROWT domain.
Experimental results show that the proposed ROWT based watermarking schemes not only
have a much higher capacity than the existing DTCWT based watermarking schemes, but
are also robust to various image modification operations such as cropping, Gaussian filter,
Gaussian noise, and salt and pepper noise.
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1 Introduction

Digital watermarking is an effective tool in multimedia that provides solution for digi-
tal rights such as broadcast monitoring, piracy, owner identification, copy right protection,
proof of ownership, media authentication, fingerprinting/transaction tracking, copy control,
legacy enhancement etc. [1, 2, 5, 7, 12, 16, 21, 35, 41]. Recently, digital watermarking has
been also used to enhance security of biometric systems [13, 23].

The main idea in digital watermarking is that a watermark (which may be a binary image,
a gray scale image, a signature etc.) is embedded into a multimedia (which may be an image,
a video, an audio etc.) to obtain a watermarked media. The watermarked media is made
available in public domain. To solve digital right claims associated with a watermarked
media available in public domain, a watermark is extracted/detected from the watermarked
media and the extracted watermark is compared with all possible embedded watermarks
using a comparator function to identify an embedded watermark. A comparator function
consists of two main components- a similarity measure function and a threshold value. Sim-
ilarity measure function returns similarity value between two watermarks. If a similarity
value is greater than the threshold then watermarks are matched, otherwise not. Maximiza-
tion of accurate identification rate (which directly depends on the capacity/size/length of
watermark) is a common goal in all watermarking applications. If very intelligent adversary
with an aim to defeat a watermarking system is present in public domain, then watermarking
problems are very challenging.

A watermarked media available in public domain may be attacked by adversary or inno-
cent/common multimedia processing operations. Robust watermarking are designed such
that after any kind of attack on the watermarked media, the watermark is successfully
identified. Such watermarking schemes are applicable for copyright protection, owner iden-
tification etc. Fragile watermarking are designed such that if watermarked media is attacked
then watermark is not identified. Such watermarking schemes are helpful in tamper detec-
tion. Semi-fragile watermarking schemes are robust against adversary attack and fragile
against innocent/common multimedia processing operations [5].

Depending on the required information of original data (original media/cover work and
original watermark) in watermark extractor, watermarking schemes are divided into three
categories, namely blind (oblivious or public), non-blind (non-oblivious or private) and
semi-blind watermarking schemes [1]. Watermarking schemes that do not require the infor-
mation of original data in their watermark extractor are called blind watermarking schemes.
Non-blind watermarking schemes require complete information of original data in their
watermark extractor while, semi-blind watermarking schemes need a part of information
of original data in their watermark extractor. Usually, non-blind watermarking scheme
are more robust than blind watermarking schemes. Non-blind watermarking schemes are
applicable in those scenarios, where automated search of original media is possible [19].
However, blind watermarking schemes are more attractive, since, in many watermarking
applications, original media can not be made available at watermark extractor [1, 10, 20, 27].

According to domain in which watermark is embedded, watermarking schemes are
classified into two broad categories: spatial-domain and transformed-domain schemes.
In spatial domain watermarking schemes [13], [11] the watermark is embedded by directly
modifying the pixel values of an original media. The main idea in transformed-domain
watermarking schemes is that an original media is transformed, transformed coefficients
of the original media are modified and the inverse transform is applied on the updated
transformed coefficients to obtain the watermarked media. Some popular transformed
domain for digital watermarking are discrete cosine transform (DCT) [28], discrete wavelet
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transform (DWT) [19], discrete Fourier transform (DFT) [38], singular value decompo-
sition (SVD) [2], Fractional transform [3] etc. A proper domain should be selected for
watermarking according to application scenarios, for instance, DCT based watermark-
ing schemes have better performance for JPEG [40] standard images and DWT domain
based watermarking schemes have better performance for JPEG 2000 [36] standard images
[37]. Therefore, scopes exist to develop improved watermarking schemes in various
transform domain.

Recently, transforms of complex wavelet family have emerged as very important
multimedia processing tools. Complex wavelet integrates the phase concept of Fourier
transform and multi-resolution analysis concept of wavelets. DTCWT (dual-tree-complex-
wavelet-transform) is an important member of complex wavelet transforms family. An
extended version of DTCWT for images is called ROWT (real-oriented-wavelet-transform)
[33]. The details of complex wavelets and ROWT are discussed in Section 2. Appli-
cations of complex wavelet transforms family have been found in estimating image
geometrical structures, local displacement and motion estimation [24, 31, 33], denois-
ing [44], image segmentation [34], seismic imaging [26], disparity estimation [17] and
content based image retrieval [8, 14, 15]. In watermarking field, researchers have devel-
oped various watermarking schemes in a domain of complex wavelet transform (CWT)
family [4, 22, 39, 43]. However, small watermark length/size is a major limitation in all
the existing CWT family based watermarking schemes. A main reason for this limita-
tion may be that the left inverse and the right inverse of family members of CWT are
not equal.

In this paper, a relation has been found when the ROWT follows its left inverse.
Based on this relation, two watermarking schemes have been developed in the ROWT
domain for images. One is the non-blind watermarking scheme and other is the blind
watermarking scheme. Exploring the observed relation in the proposed non-blind water-
marking scheme was easy. However, doing so in the proposed blind watermarking
scheme was proved to be difficult. This challenge has been solved by a deep investi-
gation of the Quotient-Remainder theorem for the real numbers. The proposed water-
marking schemes have been compared with the existing CWT family based water-
marking schemes and a drastic increase in the length/size of watermarks has been
shown in both the proposed watermarking schemes. In the experiments, meaningful
binary logo watermarks have been used in the proposed watermarking schemes. The
performance of the proposed watermarking schemes have been studied under vari-
ous common image processing operations such as cropping, Gaussian filtering, Gaus-
sian noise and salt and pepper noise. Experimental results demonstrate that the pro-
posed watermarking schemes are more robust than the existing CWT family based
watermarking schemes.

The rest of the paper is organized as follows. In Section 2, the ROWT, its implementation
on an image and its observed property are discussed.

The proposed watermarking schemes are described in Section 3. Experiments results are
analyzed in Section 4. Conclusions are provided in Section 5.

2 The ROWT and its observed property

In this section, ROWT and its implementation on gray scale image are discussed followed
by the observed property of the ROWT. A list of main symbols used in this section is defined
in Table 1.
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Table 1 List of symbols used in
Section 2 ROWT real oriented wavelet transform.

IROWT left inverse real oriented wavelet transform.

φh real scaling function.

φg imaginary scaling function.

ψh real wavelet function.

ψg imaginary wavelet function.

h0 analysis filter corresponding to scaling function φh.

h1 analysis filter corresponding to wavelet function ψh.

g0 analysis filter corresponding to scaling function φg .

g1 analysis filter corresponding to wavelet function ψh.

h̃0 synthesis filter corresponding to scaling function φh.

h̃1 synthesis filter corresponding to wavelet function ψh.

g̃0 synthesis filter corresponding to scaling function φg .

g̃1 synthesis filter corresponding to wavelet function ψh.

2.1 The ROWT

Selesnick et al. [33] defined the complex wavelet function and the complex scaling function
as follows:

ψc(t) = ψh(t)+ jψg(t) (1)

φc(t) = φh(t)+ jφg(t) (2)

where, ψc(t) is an analytic function, i.e. ψg(t) = H[ψh(t)], H[.] is the Hilbert
transform operator, φh is the scaling function corresponding to the wavelet ψh, φg is the
scaling function corresponding to the wavelet ψg and j is the square root of -1.

The ROWT consists of six real-oriented 2D wavelets that are defined as follows,

ψl(x, y) = 1√
2
(ψ1,l(x, y)+ ψ2,l (x, y)), (3)

ψl+3(x, y) = 1√
2
(ψ1,l(x, y)− ψ2,l(x, y)), (4)

where l = 1, 2, 3,

ψ1,1(x, y) = φh(x)ψh(y), ψ2,1(x, y) = φg(x)ψg(y),

ψ1,2(x, y) = ψh(x)φh(y), ψ2,2(x, y) = ψg(x)φg(y),

ψ1,3(x, y) = ψh(x)ψh(y), ψ2,3(x, y) = ψg(x)ψg(y),

and two scaling functions that are defined as follows,

φ1(x, y) = φh(x)φh(y), φ2(x, y) = φg(x)φg(y).

The factor 1/
√

2 in (3)–(4) is the normalization factor that is used to make the
sum/difference operation an orthonormal operation. The ROWT have been implemented
on an image using two fast-wavelet-transforms (FWT) [9, 25, 33] in parallel. The analy-
sis filter bank (Fig. 1) of the ROWT is used to decompose an image into eight sub-bands
and synthesis filter bank (Fig. 2) of the ROWT is used to reconstruct back the image from
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Algorithm 1 Algorithm for 1-level forward ROWT

its decomposed sub-bands. The details of the one-level forward ROWT and the one-level
inverse ROWT are discussed in the algorithm 1 and the algorithm 2 respectively.

One-level implementation of the ROWT [32, 33] on a sample gray scale image is shown
in Fig. 3. The size of the sample image is 256×256 pixels and size of the each decomposed
sub-band is 128 × 128 pixels. Note that the sub-bands A1 and A2 are called approximation

Multimed Tools Appl (2015) 74:10883–10921 10887



Algorithm 2 Algorithm for 1-level inverse ROWT

sub-bands, the sub-bands PV , PH and PD are called positive sub-bands, and the sub-bands
NV , NH and ND are called negative sub-bands.
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Fig. 1 Analysis filter bank for decomposition of image/signal [32, 33]. a Real scaling analysis filter h0
corresponding to φh. b Imaginary scaling analysis filter g0 corresponding to φg . c Real wavelet analysis filter
h1 corresponding to ψh. d Imaginary wavelet analysis filter g1 corresponding to ψg

2.2 Observed property of the ROWT

Let A1 and A2 be the approximation sub-bands and Pθs and Nθs be the positive and negative
sub-bands respectively obtained from an image I on applying the ROWT [32, 33] on it ,
where θ = H,V and D. Modify Pθs and Nθs as follows:

P ′
θ = Pθ +Q1, (5)

N ′
θ = Nθ +Q2, (6)

where, Q1 and Q2 are two real matrices that have a size equal to the size of the Pθ s and Nθ s.
Let I ′ be the image reconstructed by applying the inverse ROWT on A1, A2, P ′

θ s and N ′
θ s

sub-bands. Let P ′′
θ s and N ′′

θ s be the positive and negative sub-bands respectively obtained
from I ′ by applying the ROWT on it. Then the following two relations have been observed:

P ′′
θ +N ′′

θ = Pθ +Nθ +Q1if Q2 = Q1, (7)

P ′′
θ −N ′′

θ = Pθ −Nθ +Q1if Q2 = −Q1. (8)

A numerical example is provided in Fig. 4 to elaborate and verify the observed prop-
erty of the ROWT. Figure 4 reports a small mismatch in the observed property. This
small mismatch may be due to the truncation error in data representation and transform
implementation. Note that inverse ROWT followed by ROWT does not make an iden-
tity transform. This situation is very different than the DCT, DWT and other transforms,
wherein, inverse of a transform followed by itself makes an identity transform. This main
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Fig. 2 Synthesis filter bank for reconstruction of image/signal [32, 33]. a Real scaling synthesis filter h̃0
corresponding to φh. b Imaginary scaling synthesis filter g̃0 corresponding to φg . c Real wavelet synthesis
filter h̃1 corresponding to ψh. d Imaginary wavelet synthesis filter g̃1 corresponding to ψg

difference between the ROWT and other transforms emphasizes the need for significant
changes to the conventional watermarking models. In this paper, the observed property of
the ROWT is used as a building block in the proposed watermarking schemes.

Fig. 3 The ROWT of an image (a). a: a sample image, b: sub-band A1 corresponding to φ1, c: sub-band
A2 corresponding to φ2, d: sub-band PV corresponding to ψ1, e: sub-band NV corresponding to ψ4, f: sub-
band PH corresponding to ψ2, g: sub-band NH corresponding to ψ5, h: sub-band PD corresponding to ψ3 i:
sub-band ND corresponding to ψ6

Multimed Tools Appl (2015) 74:10883–1092110890



Fig. 4 Illustration of the observed property of the ROWT using numerical examples

3 Watermarking schemes

This section is divided into two subsections: non-blind watermarking schemes (Section 3.1)
and blind watermarking schemes (Section 3.2). In Section 3.1, a traditional non-blind water-
marking scheme, proposed non-blind watermarking scheme in the ROWT domain and
watermark estimation rules from extracted watermark bits are discussed. In Section 3.2,
a traditional blind watermarking scheme and proposed blind watermarking scheme in the
ROWT domain are discussed. A list of symbols used in Section 3 is explained in Table 2.

3.1 Non-blind watermarking schemes

A watermark embedding algorithm and corresponding watermark extraction algorithm of
a traditional non-blind watermarking scheme are explained in algorithm 7 and algorithm 8
respectively. A numerical example is provided in Fig. 5 to illustrate the traditional non-blind
watermarking scheme.

Figure 6a and b summarize the components of the proposed non-blind watermark embed-
ding and watermark extraction algorithms. The details of the watermark embedding and
watermark extraction algorithms are discussed in algorithm 9 and algorithm 10. In the algo-
rithm 9, watermark bits are embedded by utilizing (5) and (6), and in the algorithm 10,
watermark bits are extracted by utilizing (7) and (8). A numerical example is provided in
Fig. 7 to illustrate the proposed non-blind watermarking scheme.

Multimed Tools Appl (2015) 74:10883–10921 10891



Table 2 List of symbols used in Section 3

Io Original image

Wo Original watermark

α Watermarking strength

δ error controller, a parameter in the

proposed blind watermark embedding algorithm, which

controls error rate in extracted watermarks.

k ∈ {1, 2}, used as a sub-key in the

proposed watermarking algorithm.

G a map such that G : {P,N} → {−1, 1}, used as a sub-key

in the proposed watermarking algorithm.

P,N (regular text/ superscript/ subscript) represent a positive,

a negative sub-band respectively of a ROWT transformed image.

Subscripts H , V , D represent a horizontal, a vertical,

a detailed sub-band respectively of a ROWT transformed image.

A (regular text or superscript) represents an approximate

sub-band of a ROWT transformed image.

IW Watermarked image

Iw an image, from which watermark is

to be extracted (may be watermarked, attacked, unmarked).

W a temporary variable used to store extracted bits.

We/W
i
e s Extracted watermark(s)

M1 ×N1 size of original/watermarked image (pixels)

M2 ×N2 size of original/extracted watermark (pixels)

L1 A set of watermarking pixels from a domain

(spatial/transformed) of the Io, where, watermark is embedded/

from IW /Iw , from where, watermark is to be extracted.

L2 Set of all pixels in the Wo/We/W
i
e s.

l1 a pixel from the L1.

l2 a pixel from the L2 corresponds to the l1.

π a map that associates each l1 with a l2.

Io(l1) the pixel/coefficient value of the Io at the l1.

Wo(l2) the pixel value of the Wo at the l2.

IW (l1) pixel/coefficient value of the IW at the l1.

We(l2) pixel value of the We at the l2.

According to the traditional non-blind watermarking scheme (Algorithms 7 and 8), one
watermark bit is embedded at one position and one watermark bit is extracted using one
position. According to the proposed non-blind watermarking scheme (Algorithms 9 and 10),
one watermark bit is embedded at two positions and one watermark bit is extracted using
two positions. This is the main difference between the traditional non-blind watermarking
scheme and the proposed non-blind watermarking scheme.

A watermark is estimated from the extracted watermark bits. In watermark estimation,
the following three scenarios can arise:
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Algorithm 3 A traditional non-blind watermark embedding algorithm in transform domain
[6, 19]

1. A watermark is embedded once and each watermark bit is embedded once. In this case,
π is an one-to-one function and one watermark We is estimated as follows:

We(l2) = W(l1). (9)

Algorithm 4 A traditional non-blind watermark extraction algorithm in transform domain
[6, 19]
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Algorithm 5 The proposed non-blind watermark embedding algorithm in the ROWT
domain

2. A watermark is embedded n (> 1) times and each watermark bit is embedded n times.
In this scenario, π is a many-to-one function, the redundancy of the watermark is n,
and n watermarks Wi

e are estimated as follows:

Wi
e(l2) = W(π−1(π(l1))i), (10)

where, i = 1, 2, · · · n, π−1 is the inverse map of π and

π−1(π(l1)) = {π−1(π(l1))i}.
3. A watermark is embedded once and each watermark bit is embedded n (an odd

number) times. In this situation, π is a many-to-one function, the redundancyof

Fig. 5 A numerical example to illustrate a traditional non-blind watermarking algorithms. a Embedding
algorithm. b: Extraction algorithm
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Algorithm 6 The proposed non-blind watermark extraction algorithm in the ROWT domain

the watermark bits is n and one watermark is estimated by the voting method as
follows:

We(l2) = b(π−1(π(l1))), (11)

where,

b(.) =
{

0 if c0(.) > c1(.)

1 if c0(.) < c1(.)
, (12)

Fig. 6 Overview of proposed non-blind watermarking algorithm
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Fig. 7 A numerical example to illustrate the proposed non-blind watermarking scheme in the ROWT
domain. In this example, α = 3, and G(P ) = G(N) = 1

and c0(π
−1(π(l1))) and c1(π

−1(π(l1))) are a number of 0 watermark bits and 1
watermark bits, respectively, at the π−1(π(l1)).

3.2 Blind watermarking schemes

3.2.1 A traditional blind watermarking scheme

A watermark embedding algorithm and corresponding watermark extraction algorithm of
a traditional blind watermarking scheme are explained in Algorithms 3 and 4 respectively.
The core idea in the watermark embedding algorithm is that if watermark bit is one, then
make the watermarking coefficient odd multiple of watermarking strength else if watermark
bit is zero, then make the watermarking coefficient even multiple of watermarking strength.
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Fig. 8 A numerical example to illustrate a traditional blind watermarking algorithms. a Embedding
algorithm. b: Extraction algorithm
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Algorithm 7 A traditional blind watermark embedding algorithm in transform domain [1,
18, 42]

The core idea in the watermark extraction algorithm is that if watermarked coefficient is odd
multiple of watermarking strength, then extracted watermark bit is one else if watermarked
coefficient is even multiple of watermarking strength, then extracted watermark bit is zero.
A numerical example is provided in Fig. 8 to illustrate the traditional blind watermarking
scheme.

3.2.2 Special mathematical properties

The core theory in the traditional blind watermarking scheme is to make the watermarked
coefficients an even/odd multiple of watermarking strength. Success of this theory depends
on the fact that watermarked coefficients are well preserved after applying a transform
succeeded by its inverse transform. This fact is not true for the ROWT. The core the-
ory in the proposed blind watermarking scheme in the ROWT domain is to add/subtract
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Algorithm 8 A traditional blind watermark extraction algorithm in transform domain [1,
18, 42]

a value in coefficients of positive and negative sub-bands of the original image accord-
ing to the observed property of the ROWT such that remainder of sum of the added value
and sum/difference of the coefficients of the positive and negative sub-bands belongs to
a well defined desired interval. Success of this theory is guaranteed by the relations (7)
and (8). The added values are found using specially derived mathematical properties based
on the Quotient-Remainder theorem. The added/subtracted values depend on watermarking
strength and a desired interval.

Let μ be a non-negative real number and α be a positive real number. Then the remainder
r can be found such that μ = αm+ r , where m is the non-negative integer and 0 ≤ r < α.
This is the Quotient-Remainder theorem. Here, m is termed as the quotient. Based on the
Quotient-Remainder theorem, the following properties hold:

1. remainder(r1) of μ+ α−r
2 is α

2 + δα
2 < r1 < α − δα

2 , if δα < r < α − δα,
2. remainder(r2) of μ+ α+δα

2 is α
2 + δα

2 ≤ r2 ≤ α
2 + 3δα

2 , if r ≤ δα,

Multimed Tools Appl (2015) 74:10883–1092110898



Fig. 9 Overview of proposed blind watermarking algorithm

3. remainder(r3) of μ+ 2α−δα
2 is α

2 − 3δα
2 ≤ r3 < α − δα

2 , if r ≥ α − δα,
4. remainder(r4) of μ+ 2α−r

2 is δα
2 < r4 < α

2 − δα
2 , if δα < r < α − δα,

5. remainder(r5) of μ+ 2α+δα
2 is δα

2 ≤ r5 ≤ 3δα
2 , if r ≤ δα,

6. remainder(r6) of μ+ 3α−δα
2 is α

2 − 3δα
2 ≤ r6 < α

2 − δα
2 , if r ≥ α − δα,

as long as δ ∈
(

0, 1
3

)
. Moreover,

7. α
2 + δα

2 ≤ r1, r2, r3 < α − δα
2 ,

8. δα
2 ≤ r4, r5, r6 < α

2 − δα
2 .

In properties 1–6, the term μ is equivalent to the sum (or difference) of coefficients of the
positive and negative sub-bands of an original image in the ROWT domain. Properties 1–6
are used in the proposed blind watermark embedding Algorithm 5 and properties 7–8 are
used in the proposed blind watermark extraction Algorithm 6.

3.2.3 The proposed blind watermarking scheme in the ROWT domain

Figure 9a summarizes the components in the watermark embedding algorithm and Fig. 9b
summarizes the components in the watermark extraction algorithm. The details of the
watermark embedding algorithm and watermark extraction algorithms are discussed in
Algorithms 5 and 6 respectively. A numerical example is provided in Fig. 10 to illustrate
the proposed blind watermarking scheme.

Like the proposed non-blind watermarking scheme, in this scheme also (Algorithms 5
and 6), one watermark bit is embedded at two positions and one watermark bit is extracted
using two positions.

4 Experiments, results, and analysis

We have performed six experiments for a detailed analysis of the proposed watermark-
ing schemes. Experiment 1 tests the proposed watermarking schemes and studies the
effect of embedding strength and error controller. This experiment helps to find opti-
mal embedding strength and error controller. Experiment 2 elaborates the importance of
the observed property of ROWT. Experiment 3 studies the performance of the proposed
watermarking schemes and studies the effect of embedding strength and error controller
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Algorithm 9 The proposed blind watermark embedding algorithm in the ROWT domain
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Algorithm 10 The proposed blind watermark extraction algorithm in the ROWT domain

under the formatting operation on the watermarked images. Experiment 4 evaluates the
performance of the proposed watermarking schemes under various attacks on format-
ted watermarked images. Experiment 5 compares the proposed watermarking schemes
and existing watermarking schemes without any post operations/attacks on the water-
marked images. Experiment 6 compares the performance of the proposed watermarking
schemes and existing watermarking schemes under various post operations/attacks on the
watermarked images.

In the experiments, we have used a data-set that consists of six host images and five
watermarks. Figure 11a shows all host images (h1, h2, h3, h4, h5, h6) and Fig. 11b shows
all watermarks (W1, W2, W3, W4 and W5) of the data-set. Each host image is an eight bit
gray scale image of size 256× 256 pixels and each watermark is a black and white (binary)
image of size 128 × 128 pixels. We have used all the combinations of the host images and
the watermarks to obtain different watermarked images.

A common setup in all the experiments is as follows. We have repeated a watermark
three times by embedding it once in V , H and D sub-bands of a host image. This makes
watermarks of an effective size of 3 × 128 × 128 pixels. L1 consists of all the locations of
V , H , D sub-bands of a host image. π is a simple left-right-top-bottom scan map. We have
set G(P ) = G(N) = 1. For the proposed blind watermarking scheme, we have used k = 1.
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Fig. 10 A numerical example to illustrate the proposed blind watermarking technique in the ROWT domain.
In this example, α = 5, δ = 0.25, G(P ) = G(N) = 1 and k = 1

4.1 Experiment1: testing of proposed watermarking schemes and effect of embedding
strength and error controller

Non-blind watermarking scheme. We have implemented the proposed non-blind water-
marking scheme on the data-set (shown in Fig. 11) for various embedding strengths (α =
1 : 1 : 20). Peak-signal-to-noise-ratio (PSNR) [30] measures the visual similarity bet-
ween the original image and the watermarked image, and normalized-Hamming-
similarity (NHS) [30] measures the similarity between the embedded watermark and
corresponding extracted watermarks. The NHS ranges from zero to one ([0,1]). If NHS
is 1, then both watermarks are the same. If NHS is 0, then watermarks are negative of
each other. If NHS=0.5, then watermarks are uncorrelated and have no common infor-
mation. We have observed that the embedding strength decreases PSNR and does not
affect NHS. Figure 12a shows a sample watermarked image which corresponds to host
image h4, original watermark W1, and embedding strength of 3 and ensures no visual
degradation in the watermarked image. The obtained watermarked images are 64-bit
(double format) gray scale images of size 256 × 256 pixels. Figure 12b, c, and d show
watermarks extracted from V, H and D sub-bands, respectively, of a watermarked image
(Fig. 12a) and ensure very good quality of extracted watermarks. We have obtained very
close results for all other combinations of host images and original watermarks of the
data-set (Fig. 11).

Blind watermarking scheme. We have also implemented the proposed blind watermark-
ing scheme on the same data-set for various embedding strengths (α = 1 : 1 : 20) and
various error controllers (δ = 0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.33). We have
observed that the embedding strength and error controller decrease PSNR and do not
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Fig. 11 Data-set

Fig. 12 A sample result of non-blind watermarking scheme at embedding strength of 3. a: A sample water-
marked image. b: Watermark extracted from V sub-bands of (a). c: Watermark extracted from H sub-bands
of (a). d: Watermark extracted from D sub-bands of (a)
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Fig. 13 A sample result of blind watermarking scheme at embedding strength of 5 and error controller
of 0.25. a: A sample watermarked image. b: Watermark extracted from V sub-bands of (a). c: Watermark
extracted from H sub-bands of (a). d: Watermark extracted from D sub-bands of (a)

affect NHS. Figure 13a shows a sample watermarked image which corresponds to host
image h4, original watermark W1, embedding strength of 5 and error controller δ of 0.25
and ensures no visual degradation in the watermarked image. Like the non-blind water-
marking scheme, the obtained watermarked images are 64-bit (double format) gray scale
images of size 256 × 256 pixels. Figure 13b, c, d show watermarks extracted from V,
H and D sub-bands, respectively, of a watermarked image (Fig. 13a) and ensure very
good quality of extracted watermarks. We have obtained very close results for all other
combinations of host images and original watermarks of the data-set (Fig. 11).

4.2 Experiment 2: what if the observed property of the ROWT is not utilized?

This experiment implements the ROWT based traditional non-blind and blind watermarking
schemes which do not utilize the observed property of the ROWT. For this traditional non-
blind watermarking scheme, the fundamental embedding and extraction rules are according
to Algorithms 3 and 4, respectively, and for this traditional blind watermarking scheme, the

Fig. 14 A traditional non-blind watermarking scheme in the ROWT domain without the observed property.
a: A sample watermarked image. b: Watermark extracted from positive V sub-band of (a). c: Watermark
extracted from positive H sub-band of (a). d: Watermark extracted from positive D sub-band of (a). e: Water-
mark extracted from negative V sub-band of (a). f: Watermark extracted from negative H sub-band of (a). g:
Watermark extracted from negative D sub-band of (a).
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Fig. 15 A traditional non-blind watermarking scheme in the ROWT domain without the observed property.
a: A sample watermarked image. b: Watermark extracted from positive V sub-band of (a). c: Watermark
extracted from positive H sub-band of (a). d: Watermark extracted from positive D sub-band of (a). e: Water-
mark extracted from negative V sub-band of (a). f: Watermark extracted from negative H sub-band of (a). g:
Watermark extracted from negative D sub-band of (a)

fundamental embedding and extraction rules are according to Algorithms 7 and 8, respec-
tively. If we do not incorporate the observed property of the ROWT, then the length of a
watermark can be doubled as a watermark can be embedded and extracted from each of the
six detailed sub-bands of an image.

Non-blind watermarking scheme. Figure 14 shows a sample result of a traditional non-
blind watermarking scheme in the ROWT domain which does not use the observed
property of the ROWT. We have observed that watermarks extracted from positive
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Fig. 16 Non-blind watermarking scheme for a sample combination of host image h4 and original watermark
W1. a: PSNR curve of formatted watermarked images of the combination. b: NHS curves of watermarks
extracted from V, H and D sub-bands of formatted watermarked images of the combination
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sub-bands are very close to embedded watermark and watermarks extracted from neg-
ative sub-bands are not matched with embedded watermark. Therefore, only positive
sub-bands can be used for watermarking. The slightly better quality of extracted water-
marks (see Fig. 12b, c, d and Fig. 14b, c, d) affirms that the proposed non-blind
watermarking scheme with the observed ROWT property has slightly better performance
than the ROWT based traditional non-blind watermarking scheme.

Blind watermarking scheme. Figure 15 shows a sample result of a traditional blind
watermarking scheme in the ROWT domain which does not utilize the observed
ROWT property. We have observed that extracted watermarks are very noisy (Fig. 15).

Table 3 Performance of proposed non-blind watermarking scheme in the ROWT domain after formatting
attack. α = 3

Original Watermark PSNR NHS of extracted watermark

Image dB V sub-band H sub-band D sub-band

h1 W1 40.96 1 1 1

h1 W2 40.84 1 1 1

h1 W3 41.41 1 1 1

h1 W4 40.98 1 1 1

h1 W5 40.88 1 1 1

h2 W1 40.96 0.9999 0.9999 0.9999

h2 W2 40.84 0.9999 0.9999 0.9999

h2 W3 41.40 1 1 1

h2 W4 40.98 0.9999 0.9999 0.9999

h2 W5 40.88 1 1 1

h3 W1 41.04 0.9886 0.9901 0.9955

h3 W2 40.93 0.9868 0.9882 0.9937

h3 W3 41.50 0.9883 0.9893 0.9941

h3 W4 40.97 0.9865 0.9885 0.9938

h3 W5 40.85 0.9884 0.9894 0.9949

h4 W1 40.96 1 0.9999 1

h4 W2 40.84 1 0.9999 1

h4 W3 41.40 1 0.9999 1

h4 W4 40.97 1 0.9999 1

h4 W5 40.89 1 0.9999 1

h5 W1 40.96 0.9996 0.9998 0.9999

h5 W2 40.84 0.9996 0.9997 0.9998

h5 W3 41.41 0.9997 0.9998 0.9999

h5 W4 40.98 0.9997 0.9997 0.9998

h5 W5 40.88 0.9997 0.9998 0.9999

h6 W1 40.96 1 1 1

h6 W2 40.84 1 1 1

h6 W3 41.40 1 1 1

h6 W4 40.97 1 1 1

h6 W5 41.96 1 1 1
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Figures 13 and 15 ensure that proper utilization of the observed ROWT property has
significantly improved the quality of extracted watermarks.

4.3 Experiment 3: the effect of embedding strength and error controller on formatted
watermarked images

In Experiment1, host images are eight bit gray scale images and watermarked images are
64-bit (double format) gray scale images. In most of the watermarking applications, the
same format of host images and watermarked images is a common request. We have applied
the uint8 operation on all the watermarked images to obtain formatted watermarked images
(eight bit gray scale images).

Non-blind watermarking scheme. Figure 16a shows the PSNR curve of the sample for-
matted watermarked images and Fig. 16b shows the NHS curves of the watermarks
extracted from the V, H and D sub-bands of the sample formatted watermarked images.
The sample formatted watermarked images corresponds to the combination of host
image h4 and watermark W1. Figure 16a depicts a decrease in the PSNR with embed-
ding strength. Moreover, the PSNR curve is very close to that obtained in Experiment1.
Figure 16b depicts that NHSs depend on low range embedding strength and near inde-
pendence of embedding strength after a value of two. These ensure a slight effect of the
uint8 operation on the quality of extracted watermarks in the lower range of embedding
strength. Table 3 gives quantitative results of the data-set for each watermarked image
at embedding strength of 3. Figure 17a shows a sample formatted watermarked image
corresponds to host image h4, original watermark W1 and embedding strength of 3, and
ensures no visual degradation in the watermarked image. In other experiments, we have
used embedding strength of 3, unless stated. Figure 17 b, c, d show watermarks extracted
from V, H and D sub-bands, respectively, of the formatted watermarked image (Fig. 11a)
and ensure very good quality of extracted watermarks. In summary, the uint8 operation
slightly affects the performance of a non-blind watermarking scheme. We have obtained
very close results for all other combinations of host images and original watermarks of
the data-set (Fig. 11).

Blind watermarking scheme. Figure 18a shows the PSNR curves of sample formatted
watermarked images and Fig. 18b, c, d show the NHS curves of watermarks extracted

Fig. 17 A sample result of the proposed non-blind watermarking scheme for a formatted watermarked image
at an embedding strength of 3. a: A sample formatted watermarked image. b: Watermark extracted from V
sub-bands of (a). c: Watermark extracted from H sub-bands of (a). d: Watermark extracted from D sub-bands
of (a).
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Fig. 18 Blind watermarking scheme for a sample combination of host image h4 and original watermark
W1. δ is the error controller. a: PSNR curves of formatted watermarked images of the combination. b: NHS
curves of watermarks extracted from V sub-bands of formatted watermarked images of the combination for
different error controllers (δs). c: NHS curves of watermarks extracted from H sub-bands. d: NHS curves of
watermarks extracted from D sub-bands

from V, H, and D sub-bands, respectively, of sample formatted watermarked images.
The sample formatted watermarked images correspond to the combination of host image
h4 and watermark W1. Figure 18a depicts a decrease in the PSNR with embedding
strength and error controller. Moreover, PSNR curves are very close to those obtained in
Experiment1 for the proposed blind watermarking scheme. Figure 18b, c, d depict that
embedding strength and error controller affect NHSs significantly. We have observed
that at an embedding strength near 5, NHSs curves are at the maximum. Moreover,
NHS curves corresponding to an error controller of 0.25 have dominated. Table 4 gives
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Table 4 Performance of proposed blind watermarking scheme in the ROWT domain after formatting attack.
δ = 0.25, α = 5

Original Watermark PSNR NHS of extracted watermark

Image dB V sub-band H sub-band D sub-band

h1 W1 36.05 0.9979 0.9988 0.9976

h1 W2 35.97 0.9979 0.9973 0.9977

h1 W3 35.91 0.9976 0.9972 0.9978

h1 W4 35.92 0.9975 0.9978 0.9979

h1 W5 35.95 0.9978 0.9980 0.9978

h2 W1 35.91 0.9982 0.9982 0.9975

h2 W2 35.83 0.9982 0.9980 0.9980

h2 W3 36.17 0.9980 0.9979 0.9983

h2 W4 35.97 0.9981 0.9985 0.9978

h2 W5 35.90 0.9982 0.9983 0.9982

h3 W1 36.02 0.9583 0.9592 0.9606

h3 W2 35.95 0.9582 0.9583 0.9604

h3 W3 36.32 0.9574 0.9583 0.9606

h3 W4 35.98 0.9581 0.9584 0.9605

h3 W5 36.19 0.9577 0.9586 0.9606

h4 W1 36.25 0.9977 0.9971 0.9979

h4 W2 35.81 0.9955 0.9951 0.9956

h4 W3 35.74 0.9954 0.9946 0.9946

h4 W4 35.85 0.9958 0.9957 0.9966

h4 W5 35.78 0.9962 0.9952 0.9956

h5 W1 36.09 0.9957 0.9951 0.9951

h5 W2 35.77 0.9850 0.9855 0.9832

h5 W3 35.69 0.9851 0.9855 0.9830

h5 W4 35.94 0.9856 0.9856 0.9838

h5 W5 35.87 0.9853 0.9854 0.9850

h6 W1 36.04 0.9854 0.9851 0.9849

h6 W2 35.69 0.9851 0.9855 0.9830

h6 W3 36.04 0.9854 0.9851 0.9849

h6 W4 35.83 0.9852 0.9853 0.9840

h6 W5 36.01 0.9853 0.9852 0.9850

quantitative results of the data-set for each watermarked image at embedding strength
of 5 and error controller δ of 0.25. Figure 19a shows a formatted watermarked image
which corresponds to host image h4, original watermark W1, embedding strength of 5
and error controller δ of 0.25, and ensures no visual degradation in the watermarked
image. In other experiments, we have used embedding strength of 5 and error controller
δ of 0.25, unless stated. Figure 19b, c, d show watermarks extracted from V, H and D
sub-bands, respectively, of the formatted watermarked image (Fig. 19a), and show very
slight noise in the extracted watermarks. In summary, we have observed that the uint8
operation affects the performance of the blind watermarking scheme and it has very little
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Fig. 19 A sample result of the blind watermarking scheme for a formatted watermarked image at embedding
strength of 5 and error controller of 0.25. a: A sample formatted watermarked image. b: Watermark extracted
from V sub-bands of (a). c: Watermark extracted from H sub-bands of (a). d: Watermark extracted from D
sub-bands of (a)

effect when the embedding strength was near a value of 5 and error controller was near
a value of 0.25. We have obtained very close results for all other combinations of host
images and original watermarks of the data-set (Fig. 11).

4.4 Experiment 4: attack analysis

This experiment evaluates the performance of the proposed non-blind and blind water-
marking schemes against various common image processing attacks such as cropping,
Gaussian filtering, Gaussian noise and salt and pepper noise. We have applied all underlying
attacks on formatted watermarked images of each combination of host images and original
watermarks of the data-set (Fig. 11).

Cropping. In cropping from the center, we have blackened a certain percentage of pixels
from the center of the formatted watermarked images. We have used the cropping per-
centage = 0 : 10 : 60. Figure 20a and b show the NHS curves of watermarks extracted
from V, H and D sub-bands of sample cropped formatted watermarked images for non-
blind and blind watermarking schemes, respectively. Figure 20a and b correspond to the
combination of host image h4 and original watermark W1. Figure 20a and b depict that
an increase in the cropping percentage degrades quality of extracted watermarks for both
the non-blind and the blind watermarking schemes. We have obtained very close results
for all other formatted watermarked images.

Gaussian filtering. This experiment applies a Gaussian filter of window size 3 × 3 and of
different variance on the formatted watermarked images. We have used variance = 0.1
: 0.1 : 1.0. Figure 21a and b show the NHS curves of watermarks extracted from V, H
and D sub-bands of sample Gaussian filtered formatted watermarked images for non-
blind and blind watermarking schemes, respectively. Figure 21a and b correspond to the
combination of host image h4 and original watermark W1. Figure 21a and b depict that
after a variance of 0.3, the quality of extracted watermarks is significantly degraded for
both non-blind and blind watermarking schemes. We have obtained very close results for
all other formatted watermarked images.

Gaussian noise. This experiment adds Gaussian noise of zero mean and of different vari-
ance in all the formatted watermarked images. We have used Gaussian noise variance =
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Fig. 20 NHS curves after cropping of formatted watermarked images for combination of host image h4 and
watermark W1. a: Non-blind watermarking scheme. Embedding strength=3. b: Blind watermarking scheme.
Embedding strength=5, error controller=0.25

10−5 : 10−5 : 10−4. Figure 22a and b show the NHS curves of watermarks extracted from
V, H and D sub-bands of sample Gaussian noised formatted watermarked images for
non-blind and blind watermarking schemes, respectively. Figure 22a and b correspond to
the combination of host image h4 and original watermark W1. Figure 22a and b depict
that noise variance degrades the quality of extracted watermarks. We have obtained very
close results for all other formatted watermarked images.
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Fig. 21 NHS curves after Gaussian filtering of formatted watermarked images for the combination of
host image h4 and watermark W1. a: Non-blind watermarking scheme. Embedding strength=3. b: Blind
watermarking scheme. Embedding strength=5, error controller=0.25
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Fig. 22 NHS curves after adding Gaussian noise in formatted watermarked images for combination of
host image h4 and watermark W1. a: Non-blind watermarking scheme. Embedding strength= 3. b: Blind
watermarking scheme. Embedding strength= 5, error controller= 0.25

Salt and pepper noise. This experiment mixes salt and pepper noise of different density
in all the formatted watermarked images. We have used salt and pepper noise density =
0.05 : 0.05 : 1.0. Figure 23a and b show the NHS curves of watermarks extracted from V,
H and D sub-bands of sample salt and pepper noised formatted watermarked images for
non-blind and blind watermarking schemes, respectively. Figure 23a and b correspond to
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Fig. 23 NHS curves after adding salt and pepper noise in formatted watermarked images for combination
of host image h4 and watermark W1. a: Non-blind watermarking scheme. Embedding strength= 3. b: Blind
watermarking scheme. Embedding strength= 5, error controller= 0.25
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the combination of host image h4 and original watermark W1. Figure 23a and b depict
that addition of the noise significantly degrades the quality of extracted watermarks. We
have obtained very close results for all other formatted watermarked images.

4.5 Experiment 5: comparison without any attack

This experiment compares different related watermarking schemes without any attack. For
comparison, we have considered host images of size 256 × 256 pixels. We have compared
the size of the watermarks, the capacity and the type of embedded watermarks. Capacity
measures the maximum amount of information that can be reliably hidden/extracted. Higher
capacity guarantees more information. Capacity and NHS play the same role if the lengths
of the watermarks are equal. However, higher NHS does not always guarantee more infor-
mation (small sized watermarks can have higher NHS but less information). Therefore, we
have used capacity to measure the amount of hidden/extracted information.

Ramkumar et al. [29] modeled watermarking as a communication channel and defined
the capacity. Figure 24 explains watermarking as a communication channel. In Fig. 24, Wo

is an original watermark, We is an extracted watermark and W is the watermarking channel.
W consists of four components: a host image Io, a watermark embedding algorithm ⊕ that
embeds Wo in Io and outputs Iw , a watermark extraction algorithm 	 that extracts We from
Iw , and watermarking extraction algorithm noise n = We−Wo. The capacity per host image
is defined as

C = M2 ×N2 × max{h(We)− h(n)}, (13)

where, h is entropy which is defined as

h(W) =
⎧⎨
⎩

−PW(0) log2(PW(0)) if PW(0) and PW(1) 
= 0
−PW(1) log2(PW(1))

0 if PW(0) or PW(1) = 0
, (14)

W is a binary image (watermark), M2×N2 is the size/length of W and PW(0) and PW(1) are
fractions of symbols 0 and 1, respectively, in W . The unit of capacity is bits per host image.

Table 5 gives a comparison between different related watermarking schemes. From
Table 5, we observe that the length of the watermarks and the capacity in the proposed
watermarking schemes are much higher than in the existing watermarking schemes. The
proposed non-blind and blind watermarking schemes have same watermark length and equal
capacity. In the proposed watermarking schemes, meaningful binary logos have been used
as watermarks. Note that in this experiment, we have considered all combinations of host
images and original watermarks of the data-set (Fig. 11) for the proposed non-blind and
blind watermarking schemes.

Fig. 24 Watermarking as a
communication channel
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Table 5 Comparison of different watermarking schemes for host images of size 256 × 256 pixels. logo:
meaningful binary logo, random: random binary sequence

Scheme Domain Length of watermark Capacity Watermarks

(pixels) (bits)

Blind∗ ROWT 3 × 128 × 128 44,410 logo

Non-blind∗ ROWT 3 × 128 × 128 44,410 logo

Loo [22] DTCWT – 5,300 random

Terzija [39] DTCWT 180 ≤ 180 random

Coria [4] DTCWT 1,024 ≤ 1, 024 random

LFC-DE [43] DTCWT 200 ≤ 200 random

GHFC-DE [43] DTCWT 700 ≤ 700 random

∗
Proposed schemes

4.6 Experiment 6: robustness comparison

This experiment compares the robustness of different related watermarking schemes against
various common attacks. We have used capacity to compare the robustness. Higher capac-
ity ensures higher robustness. In this experiment, we have evaluated the capacity of the
proposed non-blind and blind watermarking schemes after corresponding attacks on water-
marked images. Note that the capacity evaluation for the proposed watermarking schemes
considers all combinations of host images and watermarks of the data-set (Fig. 11) at the
points of evaluation. We have reported the capacity of other watermarking schemes without
any attack.

Formatted watermarked images. Figure 25 gives the capacities of the proposed water-
marking schemes after a formatting attack on the watermarked images. The proposed
non-blind watermarking scheme has the highest robustness, very close to the robustness
of the proposed blind watermarking scheme. Other watermarking schemes have very low
robustness. Certainly, after any kind of attack on the watermarked images, the capacity
of other watermarking schemes will be degraded.

Cropping. Figure 26 gives the capacities of the proposed watermarking schemes after
cropping the formatted watermarked images for different cropping percentages. Figure
26 depicts the following:

– Increase in cropping percentage decreases capacities of non-blind and blind water-
marking schemes.

– Non-blind watermarking scheme has the highest robustness.
– Blind watermarking scheme has the second highest robustness up to 30 percent

cropping.

Gaussian filtering. Figure 27 gives the capacities of the proposed watermarking schemes
after Gaussian filtering the formatted watermarked images for different filter variances.
Figure 27 depicts the following:

– Filter variance does not affect the capacities of the proposed non-blind and blind
watermarking schemes up to a filter variance of 0.3. After that, the filter variance
drastically decreases the capacities of both watermarking schemes.
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Fig. 25 Robustness comparison
of different watermarking
schemes after a formatting attack
on the watermarked images.
Capacities of the proposed non-
blind and blind watermarking
schemes are evaluated for the
data-set (Fig. 11)

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

x 10
4

Different Watermarking Schemes
C

ap
ac

ity
 (

bi
ts

)

Non
 B

lin
d

Blin
d

Lo
o

Ter
zij

a
Cor

ia

LF
C−D

E

GHFC−D
E

– Non-blind watermarking scheme has the highest robustness up to a filter variance of
0.5.

– Blind watermarking scheme has the second best robustness up to a filter variance of
0.5.

– Filter variance saturates non-blind watermarking scheme capacity after a filter vari-
ance of 0.6. Moreover, the capacity of the non-blind watermarking scheme converges
to the reported capacity of the Terzija et al. [39] scheme, Coria et al. [4] scheme, and
LFC-DE and GHFC-DE [43] schemes after a filter variance of 0.6.
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Fig. 26 Robustness comparison of different watermarking schemes after cropping the formatted water-
marked images. Capacities of the proposed non-blind and blind watermarking schemes are evaluated for the
data-set (Fig. 11)
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Fig. 27 Robustness comparison of different watermarking schemes after Gaussian filtering the formatted
watermarked images. Capacities of the proposed non-blind and blind watermarking schemes are evaluated
for the data-set (Fig. 11)
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Fig. 28 Robustness comparison of different watermarking schemes after adding Gaussian noise in the for-
matted watermarked images. Capacities of the proposed non-blind and blind watermarking schemes are
evaluated for the data-set (Fig. 11)
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Gaussian noise. Figure 28 gives the capacities of the proposed watermarking schemes
after adding Gaussian noise in the formatted watermarked images for different noise
variances. Figure 28 depicts the following.

– Increase in noise variance decreases the capacities of non-blind and blind water-
marking schemes.

– Non-blind watermarking scheme has the best robustness up to a noise variance of
5 × 10−5.

– Blind watermarking scheme has the second best robustness up to a noise variance of
2 × 10−5.

– Capacity of the blind watermarking scheme converges to the reported capacity of the
Terzija et al. [39] scheme, Coria et al. [4] scheme, and LFC-DE and GHFC-DE [43]
schemes, after a noise variance of 3 × 10−5.

Salt and pepper noise. Figure 29 gives the capacities of the proposed watermarking
schemes after adding salt and pepper noise in the formatted watermarked images for
different noise densities. Figure 29 depicts the following:

– Increase in noise variance drastically decreases the capacities of non-blind and blind
watermarking schemes.

– Non-blind and blind watermarking schemes have the best robustness up to noise
density of 0.05.

– Non-blind watermarking scheme has the worst robustness from a noise density of
0.1.

– Capacity of the blind watermarking scheme converges to the reported capacity of
Terzija et al. [39] scheme, Coria et al. [4] scheme, and LFC-DE and GHFC-DE [43]
schemes, after a noise density of 0.1.
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Fig. 29 Robustness comparison of different watermarking schemes after adding salt and pepper noise in the
formatted watermarked images. Capacities of the proposed non-blind and blind watermarking schemes are
evaluated for the data-set (Fig. 11)
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5 Conclusion

Non-blind and blind watermarking schemes have been developed in the ROWT domain. The
proposed watermarking schemes have improved capacity and improved watermark length.
The drastic improvement in the capacity and the length of the watermarks is achieved due
to the observed property of the ROWT. Experiments are conducted on a data-set of six gray
scale images and five meaningful binary logo watermarks. Experimental results reveal the
following:

– The capacity of the proposed non-blind watermarking scheme and the visual quality of
the corresponding watermarked images change with the embedding strength. We have
observed that the embedding strength of a value near 3 is optimum for formatted water-
marked images. Near optimum embedding strength, the capacity is at its maximum
and formatted watermarked images are visually undistinguishable from corresponding
original images.

– The performance of the blind watermarking scheme can be controlled by the embed-
ding strength and the error controller. We have observed that the embedding strength
and error controller pair is optimum near tuple of (5,0.25) for formatted watermarked
images. Near an optimum pair, capacity is at its maximum and formatted watermarked
images are visually undistinguishable from corresponding original images.

– Positive sub-bands can be used for a traditional non-blind watermarking scheme as
extracted watermarks from positive sub-bands are very close to original watermarks.
However, for a traditional blind watermarking scheme, extracted watermarks from
all sub-bands are very noisy. Therefore, the observed property of the ROWT is sig-
nificant for blind watermarking scheme and is slightly important for the non-blind
watermarking scheme.

– We have tested both proposed watermarking schemes against various attacks such as
cropping, Gaussian filter, Gaussian noise and salt and pepper noise. We have observed
that the proposed non-blind and blind watermarking schemes have better robustness
than existing DTCWT based watermarking schemes. Moreover, the proposed non-
blind watermarking scheme has better robustness than the proposed blind watermarking
scheme.
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