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Abstract As a new form of social media, microblogging provides platform sharing,
wherein users can share their feelings and ideas on certain topics. Bursty topics from
microblogs are the results of the emerging issues that instantly attract more followers and
more attention online, which provide a unique opportunity to gauge the relation between
expressed public sentiment and hot topics. This paper presents a Social Sentiment Sensor
(SSS) system on Sina Weibo to detect daily hot topics and analyze the sentiment distribu-
tions toward these topics. SSS includes two main techniques, namely, hot topic detection
and topic-oriented sentiment analysis. Hot topic detection aims to detect the most popu-
lar topics online based on the following steps, topic detection, topic clustering, and topic
popularity ranking. We extracted topics from the hashtags using a hashtag filtering model
because they can cover almost all the topics. Then, we cluster the topics that describe the
same issue, and rank the topic clusters via their popularity to exploit the final hot topics.
Topic-oriented sentiment analysis aims to analyze public opinions toward the hot topics.
After retrieving the topic-related messages, we recognize sentiment for each message using
a state-of-the-art SVM (Support Vector Machine) sentiment classifier. Then, we summarize
the sentiments for the hot topic to achieve topic sentiment distribution. Based on the above
framework and algorithms, SSS produces a real-time visualization system to monitor social
sentiments, which is offering the public a new and timely perspective on the dynamics of
the social topics.
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1 Introduction

Microblogging has become a very popular communication platform of social media among
Internet users. The number of active Internet users using microblogging websites, such as
Twitter, is rapidly increasing worldwide. Users share either information or opinions about
personalities, politicians, products, companies, events, and so on, through these platforms.
Sina Weibo has been the most popular Chinese microblogging website, which is widely
used by over 30% of the Internet users and has a market penetration similar to what Twitter
has established in the USA.1 By providing a vast amount of user-generated content every
day, Sina Weibo can be efficiently useful for Chinese marketing or social studies.

The big data from microblogging are attracting the attention of different communities
interested in analyzing its content. For example, some works studied how social media con-
tent can be used to predict real-world outcomes, such as forecasting box-office revenues for
movies [4] or exploiting topic-based twitter sentiment for stock prediction [21]. Other works
that focus on finding bursty topics proposed a unified probabilistic latent variable model [8]
or a topic model [9] to identify the topics or the events on Twitter. Other research discussed
gender inference problem of Twitter users [7], or extracted and modeled durations for habits
and events from Twitter [25] and so on. Among the applications, topic detection [6, 19],
topic prediction [4], and sentiment analysis [1, 16], are the typical techniques.

As previously discussed, microblog is considered as a reflection of the reaction of the
general public to social topics. Therefore, it can be treated as a social sensor. This paper
constructs a system called Social Sentiment Sensor (SSS) to detect real-time sentiment
tendency toward daily hot topics. We demonstrat the system using a map interface of China
(Fig. 1). This system presents the hot topics and their corresponding sentiment distribu-
tions for entire China, especially for each province. In particular, SSS contains two main
techniques such as follows:

– Hot topic detection, which aims to detect the popular topics that are being followed
by a large number of users, for a better understanding of what is being discussed in
microblogs. For example, recently, (Malaysia Airlines plane missing) and

(two sessions), are the two hot topics in China in March 2014.
– Topic-oriented sentiment analysis is a very meaningful task, which aims to exploit

the overall or general sentiment tendency toward the hot topics by analyzing the topic-
related messages. Sentiment is the attitude, opinion, or feeling toward a person, an
organization, a product or a location [17]. For example, the topic about “Malaysia air-
lines plane missing,” stimulates the need for the government to perceive the emotions
of the Internet users to channel public sentiments properly. The topic “two sessions,”
drives people’s curiosity on how others feel about the proposals, and expects to get an
overview about the public opinions.

Considerable studies have been previously conducted on topic detection, but they always
worked on news data [14, 26]. Unlike news data, hashtag is one typical characteristic of

1http://en.wikipedia.org/wiki/Sina Weibo
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Fig. 1 Demo interface for social sentiment sensor

microblogging. In Sina Weibo, hashtag is represented as a word or an unspaced phrase,
which is prefixed and suffixed with the hash symbol (“#”). Hashtag is used to group similar

messages, such as (#Malaysia Airlines plane missing#), or
(#two sessions#). In most cases, hashtags themselves can be treated as topics, because they
can cover almost all the topics according to the expreiments. Thus, we can detect hot topics
from hashtags. In this paper, the hot topic detection includes three steps: topic detection,
topic clustering and topic popularity ranking.

To exploit user sentiment distribution toward each hot topic, we initially retrieved all the
topic-related messages based on the topic word representation. We then build a state-of-the-
art SVM classifier to recognize the sentiment of each message. Finally, we summarize the
sentiments of all related messages and infer the final topic sentiment distribution.

Through hot topic detection and topic-oriented sentiment analysis on SinaWeibo, we can
exploit the hot topics and their corresponding sentiment distributions in the entire China,
especially in its provinces. Accordingly, exploring interesting social and economic values
becomes possible.

Sentiment analysis tools on Twitter, such as Tweet Sentiment,2 Social Mention,3 and
C-Feel-It [13], exist in the previous works. These tools focus on analyzing and visualiz-
ing the sentiment of tweets posted on Twitter, by typing a keyword (topic) into the input
field. Unlike these systems, SSS can automatically detect and express hot topics. EMM
(Europe Media Monitor) can monitor news from different sites and subsequently apply sen-
timent analysis to classify them into positive, negative, or neutral. Similarly, this system
cannot detect bursty events or topics. SinaWeibo also has a sentiment analysis system called
Moodlens [27],4 which uses sentiment analysis techniques for real-time monitoring of the

2http://www.csc.ncsu.edu/faculty/healey/tweet viz/tweet app/
3http://www.socialmention.com/
4http://gana.nlsde.buaa.edu.cn/hourly happy/moodlens.html

Multimed Tools Appl (2016) 75:8843–8860 8845

http://www.csc.ncsu.edu/faculty/healey/tweet_{v}iz/tweet_{a}pp/
http://www.socialmention.com/
http://gana.nlsde.buaa.edu.cn/hourly_happy/moodlens.html


messages. Unlike our SSS system, Moodlens uses keywords to represent abnormal events,
which are more ambiguous than the hashtags used in SSS.

The main contributions of this paper are as follows:

– We build a visualization system called SSS to detect the hot topics and analyze the
sentiment distributions toward these topics. In particular, China’s map shows the func-
tions of SSS, such as detecting the hot topics and sentiments for entire China and its
provinces.

– We propose a new hot topic detection framework, which includes the following steps:
topic detection, topic clustering, and topic popularity ranking.

– We use state-of-the-art SVM classifier to detect the sentiments of the messages and
combine the topic-related message sentiments to acquire the sentiment distribution for
a hot topic.

– SSS is a real time topic-sentiment monitoring system. The demo of SSS is now available
at http://qx.8wss.com/.

The remainder of this paper is organized as follows. Section 2 introduces the overview of
SSS. Section 3 shows the framework for hot topic detection. Section 4 shows the framework
for topic-oriented sentiment analysis. Section 5 presents the display and visualization of
SSS. Finally we conclude this paper in Section 6.

2 Overview of the framework

The main goal of SSS is to help users detect the hot topics, and the opinions posted on
those topics for a period of time. Generally, SSS can be divided into two tasks, namely,
hot topic detection and topic-oriented sentiment analysis. Figure 2 shows the framework in
detail. The final results reveal that hot topics and the corresponding opinions can be repre-
sented vividly on China’s map. Next we provide the specific definition for each step in each
task.

Hot topic detection aims to find the most popular topics discussed by the Internet users.
Because of the characteristics of microblogging, hot topic detection is different from the
common topic detection, which has been studied in the previous work [2, 3]. Messages that
report such topics are usually teemedwith meaningless “babbles”. Moreover, topic detection
algorithm should be scalable given the sheer amount of messages [23]. There are quite a
few studies in this direction in the recent years [6, 8, 19, 23]. Considering the works of these
researchers, the task of hot topic detection in this study contains the following steps:

– Topic detection: Considering that hashtags can cover almost all topics, hashtags that
appear in the messages can be extracted after a filtering model as the topic set T.
Formally, T = {t1, t2, ..., tn}, each topic ti in T refers to a hashtag.

The biggest advantage of using hashtags as topics is that hashtags themselves
are perfectly organized, topic-related phrases, which are short, simple, and easy-to-
understand. They are much more easy and accurate than the phrases extracted from the
main body of the messages.

– Topic clustering: The topics (hashtags) are sponsored by different users. Thus, some
topics describe the same issues. Topic clustering aims to solve this problem by clus-
tering the topics into different clusters. And each cluster is factually a meaningful
topic, such as the clusters in Fig. 2. This task can be defined as clustering T into
T C = {tc1{t1, ..., ti}, tc2{t1, ..., tj }, ..., tck{t1, ..., tp}}.
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Fig. 2 Framework of social sentiment sensor

– Topic popularity ranking: Each topic cluster has different popularity. To exploit
the hot topics, the topic clusters should be ranked according to their popularity. The
hot topics can be extracted from the topic clusters T C and expressed as HT =
{tc1, tc2, ..., tck′ }, where each cluster tci inHT refers to a hot topic, and k′ is set based
on the threshold of popularity.

After discovering the hot topics, users may want to determine public opinions toward
them. Topic-oriented sentiment analysis is conducted to address this problem. Given a hot
topic, this task aims to detect sentiment distribution, which shows the ratios of five kinds of
emotions (happy, sad, surprise, angry, and fear) for each hot topic. Sentiment analysis has
long been a research topic [15, 17]. However, topic-oriented sentiment analysis is some-
what different because it requires the collection of topic-related messages before conducting
sentiment analysis. Accordingly, the task of topic-oriented sentiment analysis in this study
contains three steps:

– Collecting topic-related messages: For each detected hot topic hti in HT , we need to
collect all the topic-related messages within a specified time. The message set for hti
can be defined as MSi = {m1,m2, ...,mn}.

– Detecting message sentiment: Five kinds of emotions are used to tag the sentiments of
the messages, namely, “happy,” “sad,” “surprise,” “angry,” and “fear”. This task aims to
classify each message mi into one of the five emotions. Many researchers focused on
this task [16, 18], which classifies it as a typical task in the sentiment analysis.

– Summarizing topic sentiment distribution: For all messages in MSi about the hot
topic hti , this task aims to summarize the sentiments of all the messages and find the
ratios of the five kinds of emotions. Figure 2 uses different colored bars that represent
the sentiment distribution for each topic.
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In addition to our study on the algorithms for the above two tasks, we construct a visu-
alization SSS demo to show the topics and the sentiments. SSS can be viewed as a social
sensor, where the users can find current topics, and people’s emotions and reactions on a
specific topic. SSS is also a good platform to polish our algorithms.

In the next two sections, we will introduce the detailed algorithms proposed for hot topic
detection and topic-oriented sentiment analysis.

3 Hot topic detection

We propose a framework by using the following steps to detect the hot topics: topic
detection, topic clustering and topic popularity ranking. We will introduce them one by one.

3.1 Topic detection

Existing topic detection algorithms can be broadly classified into two categories, namely,
document-pivot and feature-pivot methods. The former detects events by clustering doc-
uments based on the semantic distance between documents, and the latter studies the
distributions of words and discovers events by grouping words together [23]. However,
we discovered two disadvantages of the two kinds of methods. First, the performances of
these algorithms are not very good; and second, these algorithms always use top words to
represent the topic, which are unclear for the users.

Hashtag is one of the characteristics of Microbloggings. Considering that hashtags can
describe the topic in a short and easy-to-understand form, we treat all the hashtags extracted
from the messages as topics, such as the topics in the “Topic Detection” step in Fig. 2. We
hypothesize that the hot topics can be extracted from these topics. In other words, these
topics can cover almost all the hot topics. Therefore, using hashtags is more intuitive than
the use of top words to describe the topic.

To verify the hypothesis, we collect the hashtags daily, from March 16 to 25, 2014. We
also gather real hot topics from Top Baidu,5 which can be considered as the standard daily
hot topics. An average of more than 90% standard hot topics can be detected in the hashtags
in 10 days, which illustrates that all the hashtags can cover most of the hot topics. Therefore,
we can detect the hot topics from hashtags, which are also suitable for describing topics.

A large amount of messages are being posted everyday, which yield to a considerable
number of hashtags. For example, the hashtags in March 16 are more than 167,000. Only a
few among the hashtags are meaningful topics. A large part of them are ads or the topics that
are not about specific events, such as “Why reading?”. Therefore, we need a topic filtering
step before topic clustering. To tackle this problem, we utilize three kinds of filtering rules
such as follows.

– Literal filtering: If the hashtag can satisfy one of the following conditions, we filter it
out. (1) The length of the hashtag is less than 4 characters or more than 30 characters.
For example, the topic which is too short should be filtered; (2) the hashtag
contains the words in the filtering dictionary;6(3) the hashtag contains some kinds of

5Top Baidu can get the hot topics everyday from the queries. http://top.baidu.com/?vit=1.
6We manually construct a dictionary that records the words that are irrelevant to the meaningful topics. This
dictionary contains 381 words.
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Table 1 Performances of hashtag filtering rules on 10 days’ messages

Filtering method # of hashtags Hot topic recall Hot topic recall

(Top 5) (Top 10)

Before filtering 167,309 96% 97%

Literal filtering 87,338 94% 95%

Content filtering 102,144 94% 94%

Historical data filtering 107,256 96% 97%

All 25,966 92% 92%

punctuations, such as “—”, “-”, “ ” or “ ”; (4) the hashtag contains two special forms
of time information, such as or “3.01” (March 1st).

– Content filtering: If the messages that contain the hashtag can satisfy one of the follow-
ing conditions, we assume that the hashtag is not meaningful and should be filtered out.
(1) The messages contain the information of “@user”; (2) the messages contain the his-

tory time, such as ; (3) the messages contain less than 4 characters, such as
one message ; (4) the messages contain the words in the ads dictionary,7 such
as (sales).

– Historical data filtering: If the hashtag has appeared in the historical data of 30 days ago,
we filter it out. For example, the topic (Mood in Monday) started from
November 2013 and continued until today, therefore it can be considered as historical
topic. We need to filter these topics since they are not the new topics even if hot.

Table 1 shows the performances of the three kinds of filtering rules, which are obtained
from the messages observed in 10 days. After filtering, the amount of topics has been greatly
reduced, from 167,309 to 25,966, which is useful for topic clustering. The statistics also
show that the three kinds of filtering rules are complementary. In addition, in order to esti-
mate the topic coverage ability of the filtered hashtags, we use “hot topic recall” that is
the recall value of the real hot topics from Top Baidu, to evaluate the three filtering rules.
Table 1 shows that the recall values are both 92% when evaluating with top 5 hot topics and
top 10 hot topics. And the upper bound value is the result of the hashtags before filtering,
which is 96% and 97% when using the two evaluation measures. All the above can illus-
trate that the three kinds of rules are effective and just lose very few real hot topics. This
can prove that the hashtags after filtering can cover almost all the hot topics.

3.2 Topic clustering

Topic clustering is a typical clustering problem. We can use various kinds of clustering
algorithms. This paper employs hierarchical clustering algorithm as a case of study. Simila-
rity computation between two topics is the key technique during the clustering process. We
can initially segment the topic and use a word vector to represent each topic. For example,
we can use the words (Malaysia Airlines) and (missing) to represent the
topic (Malaysia Airlines plane missing). Second, we use the cosine similarity

7We manually construct a dictionary that records the words that always appearing in the ads. The dictionary
contains 412 words.
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computation method to compute the similarity between two topics. Finally, we conduct
hierarchical clustering algorithm based on the similarity matrix.

However, the mere use of words that appear on the topics to compute similarities is
insufficient because the topic contains only a few words, which are so sparse for clustering.
For example, the word vector of the topic (Malaysia Airlines plane missing)
is totally different from the word vector of the topic (where is the airplane).
They cannot be clustered into one group. Nevertheless, they are factually referring to the
same topic.

We introduce the background knowledge for each topic to alleviate these problems.
This means that we can use more knowledge to compute the similarity between two top-
ics besides their literal similarity. This idea is based on the hypothesis that the background
knowledge of two similar topics is similar. This paper expands the background knowledge
for each topic by importing all the messages that contain the topic. In detail, we segment
the topic-related messages for each topic into a word vector, where each dimension is com-
puted by the word’s TF*IDF. Therefore, more words are used to represent the meaning of
the topic, which is helpful for topic clustering.

Formally, the topic background for a topic ti can be expressed as a word vector tbi =
{w1, w2, ...,wn}, where n is the word dimension computed from all the messages containing
ti . Here, we delete the dimensions of the words that appear less than two times. We use
TF*IDF to represent each word. Thus, the topic word vector can be expressed as tbi =
{tf idf1, tf idf2, ..., tf idfn}, where TF*IDF for each word is computed as follows.

T F(w, t) = 0.5+ 0.5× f (w, t)

max{f (w′, t) : w′ ∈ t} (1)

IDF(w, T ) = log
N

|{t ∈ T : w ∈ t}| , (2)

where T is the topic set and N is the size of T and f (w, t) refers to the occurrence number
of word w in all the words of topic t .

The similarity between two topics, ti and tj , is converted to compute the similarity
between two topic word vectors tbi and tbj . A Cosine similarity measurement is used to
compute the similarity as follows.

Sim(ti, tj ) = Sim(tbi, tbj ) = tbi · tbj
‖ tbi ‖‖ tbj ‖ (3)

The hierarchical clustering algorithm is conducted based on this similarity. First, we
suppose each topic as a cluster, noted as tc1, ..., tci , ..., tcn. Next, we compute the similarity
between each pair of clusters. If the similarity between tci and tcj is the maximum and
greater than a threshold θ , tci and tcj are merged into a new cluster. The process is repeated
until the amount of the clusters remains constant. Note that we use the longest hashtag in
the cluster tci to represent tci .

We simply rank the topic clusters according to the number of the topic-related messages.
We choose the top 5 and top 10 topic clusters for each day during March 16 to 25, 2014,
and manually evaluate the accuracies of them using two measurements of P@5 and P@10.
Here, P@5 and P@10 means the accuracy of the top 5 or top 10 clusters. Table 2 shows the
performances of the topic clustering methods. When we choose top 5 clusters to evaluate,
the accuracy is 94%, and when we choose top 10 clusters to evaluate, the accuracy is 86%.
The practical performances can demonstrate the effectiveness of the clustering method.
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Table 2 Performances of topic
clustering method on 10 days’
messages

Clustering method P@5 P@10

Hierarchical 94% 86%

3.3 Topic popularity ranking

To select the hot topics from the topic clusters, we need to rank these topic clusters according
to their popularity, such as the “Topic Popularity Ranking” step in Fig. 2.

There are many ranking methods on microblog. For example, some researchers proposed
a multi-faceted brand tracking method to solve a ranking problem of data gathering and
content analysis [10]. And some proposed a visual-textual joint relevance learning method
to solve the ranking problem in social image search [11].

Different from image processing in social media, the intuitive factor that influences the
topic popularity in this paper is the frequency of the topic cluster. This means that if a topic
cluster appears more frequently, the cluster is more popular. This factor is called “Topic Fre-
quency.” However, although a specific topic cluster is frequent among all the topic clusters,
it should slip in the rankings because it is not talking about the current topic. Therefore,
comparing with the historical messages to determine whether the topic cluster is special, is
important for topic popularity ranking. This factor is called “Topic Specificity.” For exam-
ple, the topic cluster “Malaysia Airlines plane missing” has lasted for more than 10 days.
And this topic cluster continues to appear frequently in its 10th day. However, we use the
“Topic Specificity” factor to pull down this topic cluster in the ranking because it is not new
for the public.

Formally, for one topic cluster tc, we use the formulaPopu(tc) to compute its popularity,
which is defined as follows.

Popu(tc) = Freq(tc)× Spec(tc), (4)

where Freq(tc) and Spec(tc) refer to the two popularity factors, and tc contains many
similar topics (hashtags). Specifically, Freq(tc) refers to the times of each topic t in tc

appearing among all the messages. To judge the topic speciality, we compare tc with the
hot topics (clusters) 10 days ago, which is defined as follows.

Spec(tc) = 1− Sim(tc, tc′), (5)

where the topic tc′ is one of the top topic clusters 10 days ago, which is most similar to
topic cluster tc. During the similarity procedure, each topic cluster is represented by the
word vector introduced in Section 3.2.

In summary, if the topic cluster is more frequent and more special, it is more likely to
be popular and to be a hot topic. We select the top hot topics by setting a threshold η for
Popu(tc). Generally, it is hard to examine the ranking results. In this study, we manually
examine 10 days’ ranking results by comparing the daily news in Sina,8 which shows the
results are reasonable.

8http://news.sina.com.cn/
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4 Topic-oriented sentiment analysis

Generally, sentiment analysis aims to classify a document into positive and negative. Dif-
ferent from it, the topic-oriented sentiment analysis has two main characteristics. First,
topic-related messages are classified into five emotions, such as happy, sad, angry, surprise
and fear, instead of the commonly used positive and negative. Because the users want to
know the public emotions toward the topics. Second, the topic-oriented sentiment analysis
should collect all the topic-related messages as the first step.

Therefore, the topic-oriented sentiment analysis in this paper includes the following
steps: collecting topic-related messages, detecting message sentiment and summarizing
topic sentiment distribution. We will introduce them one by one.

4.1 Collecting topic-related messages

Section 3 indicates that each hot topic hti , which is also a topic cluster, con-
tains several topic-related hashtags. Therefore, the messages containing these hashtags
can be retrieved as one part of the hot topic-related messages. We call it “Hash-
tag based” method. However, this is insufficient because, in many cases, most of
the topic-related messages do not use hashtags. For example, although the mes-
sage does
not contain any hashtags, it still should be retrieved because it discusses about the topic

(Malaysia Airlines plane missing).
To solve this problem, we reuse the word vector {tf idf1, tf idf2, ..., tf idfn} for each

hot topic hti to retrieve the related messages. Specifically, we choose the top five words to
represent each hot topic according to the TD*IDF values. If a message contains 2 of the
top words, we consider the message as topic-related. Accordingly, we call it “Word vector
based” method.

In summary, we collect the topic-related messages based on the two heuristic methods.
Table 3 shows their performances on the top 10 topics for 10 days, from March 16 to 25,
2014. Compared to Hashtag based method, theWord vector-based method can retrieve more
topic-related messages, which are 1,413 messages. When combining the two methods, we
can obtain much more messages, which can make the following sentiment analysis results
more reasonable.

In addition, to evaluate whether the messages obtained from word vector based method
are topic-related, we use the“Accuracy” evaluation measurement, which means the ratio of
topic-related messages in all messages. Experiments on 200 hot topics from 10 days show
the Word vector based method is effective, achieving an accuracy of 84.5%.

Table 3 Performances of
two heuristic methods for
topic-related messages
collection

Method Average # of messages

for each hot topic

Hashtag based 1,024

Word vector based 1,413

All 2,077
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Table 4 Emotion lexicon

Lexicon
Emotion lexicon

Happy Sad Angry Surprise Fear

Size 2,394 3,121 1,929 288 1,113

4.2 Detecting message sentiment

There are many useful features for sentiment analysis in previous studies [5, 12, 18, 24],
such as word unigram, POS tags, polarity word lexicon and so on. Inspired by previous
studies, we combine the features from Tang et al.’s [22] and Mohammad et. al’s work [16].9

The basic features used in this paper are described as follows:

– Word unigram feature: Unigram features have been proven useful for sentiment classi-
fication [18]. To address the sparsity problem of the word vector, we use the 2000 most
frequent words in the training data, similar to [20].

– Punctuation features: Some punctuation sequences reflect emotion, such as “!!!”, “...”
and “???”. We manually collect those punctuation sequences and utilize them as binary
features according to whether a predefined punctuation occurs in a message.

– Emotion lexicon feature: An emotion lexicon is introduced in Table 4 to map the
emotional words in a message into predefined emotion category. Given a message,
the lexicon identifies whether each emotion word exists in the message. Similarly,
the emotion lexicon feature is used as a binary feature. For example, in the message

(I am very glad today), the word “glad” occurs in the emotion lex-
icon and its corresponding category is “happy.” Thus, the emotion lexicon feature can
be expressed as: Y N N N N, the values of which indicate whether the word appears in
the five kinds of emotion categories.

A manually annotated corpus of 3,357 messages is collected for emotion classification,
including 548 happy, 837 sad, 905 angry, 567 surprise and 500 non-sentiment messages.
The accuracy of cross validation on the gold dataset is used as evaluation metric. We utilize
LibLinear10 to train models for emotion classification. Experimental results show that the
performance can achieve an accuracy of 70.80%.

4.3 Summarizing topic sentiment distribution

For a given hot topic, we obtain the sentiment for each topic-related message using a state-
of-the-art emotion classifier. We then summarize and show the topic sentiment distribution
by computing the ratios of five kinds of emotions. The ratio is computed as follows:

Ratio(e) = Ne

N
, (6)

where Ne is the number of the messages showing the emotion e (e ∈ {happy, sad,
angry, surprise, f ear}), and N is the number of the topic-related messages.

9Because the proposed features of [16] are used for English tweets, some of them are not suitable for Chinese
microblogs.
10http://www.csie.ntu.edu.tw/∼cjlin/liblinear/
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Figure 3 shows the sentiment distribution of a given hot topic. We use different colors to
represent different emotions.

5 Display and visualization

SSS provides a good sketch to understand topic-sentiment behavior of the human society
depending upon the algorithms of hot topic detection and topic-oriented sentiment analysis.
We crawl and store about 120 messages each second because the use of the Sina Weibo
API allows only the retrieval of a subset of messages. Finally, we store about 10,000,000
messages for each day. We process the data offline and refresh the display of SSS every 2
hours.

5.1 Topic-sentiment display and analysis

Figure 4 shows the two dashboards for topic-sentiment detection. For example, Fig. 4a
displays the hot topics and the corresponding sentiment distributions of Beijing City on
March 20, 2014. The hot topics are listed on the left side. Once we click on the hot topics,
we can browse all the topic-related messages through the search engine of Sina Weibo. The
sentiment distribution for each topic is shown by colored bar chart when clicking on the
right side picture of each topic. Similarly, we can observe all the topic-sentiment results
for every province in China. In addition, we can produce China’s daily top 10 topics and
corresponding sentiment distributions, as shown in Fig. 4b.

Besides the topics in Fig. 4a and b, SSS can also work out other good topics and their sen-
timent distributions. For example, for the topic (Homicide Case in Zhaoyuan),
its sentiment distribution is shown in the left part of Fig. 4c, in which “angry” and “fear”
are the main emotions. For the recent topic (World Cup GER-
MANY VS PORTUGAL), its sentiment distribution is shown in the right part of Fig. 4c, in
which “Happy” is the main emotion. And we can also observe that a few messages show the
“sad” emotion, because these messages are posted by the Portugal fans who are unsatisfied
with the match.

The topic-sentiment results are presented in another kind of dashboard, such as in Fig. 4d.
This chart displays the emotion change as time goes on with a time window of recent 30
days. When clicking on the anchor for each day, we can observe the hot topics and their sen-
timent distributions. The chart in Fig. 4d presents the topic-sentiment results from February

Fig. 3 Representation of sentiment distribution for a given hot topic
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Fig. 4 Dashboards for topic-sentiment detection
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25, 2014 to March 27, 2014. We also discover an interesting phenomenon. For example,
“March 8 is the happiest day among the 30 days” because that day is Women’s Day. “March
25th is the saddest day” because China was informed that non of the passengers of crew
aboard MH370 (Malaysia Airlines plane) survived at about 10 p.m. in March 24 and the
next day almost all of the people knew this event and were very sad. “March 2nd is the
penultimate saddest day” because there was a terrorist attack in Kunming at about 9 p.m. in
March 1st and lots of people talked about it on Sina Weibo the next day.

5.2 Nationwide emotion index display and analysis

SSS shows some interesting emotion index. Figure 5 displays two dashboards that represent
nationwide emotion index. For example, Fig. 5a displays the nationwide emotion distri-
bution with a range of different blues. Dark blue represents “more happy” and light blue
represents “less happy.” Thus, we can rank the happiness for all the provinces in China,
which are listed at the top-right.

The emotion index for each province can be presented in different forms. The left chart
of Fig. 5b shows the emotion distribution for Beijing City in March 24, and the right side
shows the happiness index of Beijing City by the ratio of happy messages in all emotional
messages.

Fig. 5 Dashboards for nationwide emotion index
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6 Conclusion and future work

Information gathering and analysis over the Internet have become so important in providing
more efficient and effective responses to social topics. Thus, this paper utilized SSS for real-
time hot topic detection and sentiment analysis on Sina Weibo to obtain a full and accurate
picture of online social landscape.

Our real-time data processing infrastructure includes two parts, namely, hot topic detec-
tion and topic-oriented sentiment analysis. SSS detects the most popular topics by the
following steps: topic detection, topic clustering, and topic popularity ranking. SSS retrieves
topic-related messages and subsequently performs sentiment analysis toward those topics
using a state-of-the-art SVM classifier. Depending on the algorithms of hot topic detec-
tion and topic-oriented sentiment analysis, SSS presents graphically rich displays. SSS not
only displays daily hot topics and their sentiment distributions, but also presents the emo-
tion index for entire China and its provinces. Experiments for each step of the infrastructure
show that the system works at a good level, giving a relatively accurate picture of the social
media reactions to the hot topics.

We aim to extend the system in two aspects for future research. One aspect is by adding a
new function to track the hot topic and analyze its public sentiment changes. Some hot top-
ics, especially political events, may last for several days or more. Accordingly, sentiments
for the topics may change every day. Topic tracking and sentiment analysis are important
for public event monitoring. The other aspect is polishing the algorithms for hot topic detec-
tion and sentiment analysis. Some of the algorithms in this paper are heuristic, such as the
algorithms for topic ranking, and should be improved further.
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