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Abstract Automatic co-segmentation is a challenging task because it lacks of prior cues. In
this paper, an efficient region contrast based method is proposed for salient object detection
and segmentation. The coarse location information of the salient object and the background is
first estimated based on the distribution of the detected key-points. Histograms of the estimated
foreground and background are calculated as their features. An image is then over-segmented
into super-pixels and their histograms are computed. The saliency of a super-pixel is obtained
according to the similarity coefficients between the super-pixel and the estimated foreground/
background. With the saliency map, the salient object in the image is extracted using a graph
cut based optimized framework. The proposed method is compared with state-of-the-art
methods on the widely used dataset, and the experiments show that it overall obtains more
accurate results.

Keywords Object segmentation - Saliency detection - Similarity measurement

1 Introduction

Automatic object segmentation is a fundamental research topic which plays an important role
in many computer vision applications, such as object detection, object recognition, and scene
understanding. Many segmentation methods [6, 12, 20-22, 24] have been proposed to deal
with this issue under supervision model. Saliency of images provides prior cues of the
foreground objects and unsupervised automatic segmentation based on saliency detection
has attracted extensive attention. Recently, visual saliency detection studies [3, 9, 18, 31] have
started to focus on the saliency detection in full-resolution, the easy implementation, and the
efficiency of an algorithm. In order to meet these requirements, the generic knowledge of
salient regions is utilized in the methods, where the knowledge includes frequency information
and contrast cues. Meanwhile the position details of salient objects are often assumed or
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estimated as strong cues [14, 28, 37]. In this paper, a simple but effective salient object
detection and segmentation method is proposed. Firstly, key-points are provided using a corner
detection method. A convex hull encompassing the refined key-points is obtained as the
estimated salient foreground region, and the other parts of the image are considered as the
background. Secondly, the image is over-segmented into super-pixel, and the saliency of each
super-pixel is computed according to the Bhattacharyya coefficients between the super-pixel
and the estimated foreground/background regions. At last, the salient object is extracted from
the background using graph cut based optimization framework.

Many current segmentation methods work in a supervised manner since completely
unsupervised segmentation lack the necessary contextual information to accurately separate
an image into coherent regions [14, 15]. On the other hand, supervised methods can produce
good results, but usually require large workload spent on manually labeled training datasets.
Interactive or semi-supervised segmentation methods attempt to address the disparity between
fully automatic and fully supervised segmentation, but typically still require human interven-
tion on each individual image. Considering the fact that the same or similar object appear in
each image in segmentation, we seek a fully unsupervised method. In this paper, a simple but
effective salient object detection and segmentation is proposed. Firstly, key-points are provided
using a corner detection method. A convex hull encompassing the refined key-points is
obtained as the estimated salient foreground region, and the other parts of the image are
considered as the background. Secondly, the image is over-segmented into super-pixel, and the
saliency of each super-pixel is computed according to the Bhattacharyya coefficients between
the super-pixel and the estimated foreground/background regions. At last, the salient object is
extracted from the background using graph cut based optimization framework.

The remainder of this paper is organized as follows. Super-pixel representation (including
how to over-segment an image into super pixels) and their similarity measurements are
introduced in Section 2. The selection and refinement of seed super-pixels are detailed in
Section 3. With the saliency map, the salient object in the image is extracted using a graph cut
based optimized framework in Section 4. Experiments are performed and results are provided
in Section 5. Finally, concluding remarks are given in Section 6.

2 Representations of super-pixels and their similarity measurements

In our method, an initial segmentation is required to partition the image into super-pixels, i.e.
homogeneous regions, for merging. Merging super-pixels rather than merging pixels is often
used for object segmentation [20—22]. In this paper, we use mean shift method proposed in
[10] for initial segmentation because it can well preserve the object boundaries which
contribute to excellent results.

A super-pixel can be described in many aspects, such as the color, edge, texture, shape and
size of the region [5, 30]. Among them the color histogram is an effective descriptor to
represent the object color feature statistics and it is widely used in pattern recognition and
object tracking [11, 34]. In the context of region merging based segmentation, the color
histogram is more robust than other feature descriptors. This is because the initially segmented
super-pixels of the desired object often vary a lot in size and shape, while the colors of different
regions from the same object will have high similarity [29]. Besides the color cues, texture
features have also been proven effective in texture classification, image segmentation, image
retrieval, and generic object recognition [25, 27, 36, 38]. In order to incorporate texture cues
into color histograms, we exploit color histograms used in [32] to represent the super-pixels.
The histogram representation of [32] considers color and texture cues simultaneously since
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each pixel is represented by a region centered on it. In our current implementation, each pixel
is represented by its 3 x3 neighborhood. To reduce the computational cost, the image is first
quantized in each channel in RGB color space. We uniformly quantize each color channel into
16 levels and produce a single-channel index image where the intensity of pixels may have U=
16x16x16=4096 different values. Therefore, the histogram of each super-pixel is calculated
in the feature space of 4096 bins. This case is equivalent to the case in [32] where the number
of cluster centers in the K-means clustering operation is set to 4096. The histogram of a super-
pixel is computed as follows. The pixels in the super-pixels are firstly replaced by the neighbor
pixels (including themselves) in the 3 %3 neighborhood in feature space. Then all these pixels
are counted to produce histograms. The histograms are normalized to eliminate the effect of
the area of the super-pixels.

After obtaining histograms of super-pixels, we seek a way to measure the similarity
between two super-pixels. There are some well-known goodness-of-fit statistical measure-
ments such as Euclidean distance, Bhattacharyya coefficient, and the log-likelihood ratio
statistic. Here we choose the Bhattacharyya coefficient used in [11, 29] to measure the
similarity between super-pixels. Let R and Q denote two super-pixels and Hy and H denote
their color histograms. The similarity is defined as follows:

sim(R, Q) = \[Hy-H, (1)
u=1

where Hy and H{, are the corresponding uth elements in the normalized histograms Hy and Hy
respectively, and U denotes the number of bins in the histogram. Unlike the Euclidean
distance, the higher the Bhattacharyya coefficient of R and Q is, the higher their similarity is.
We also tried the Euclidean distance here, but the result is much worse, which is partly due
to the fact that, the Bhattacharyya distance can measure not only the means of sample sets, but

the standard deviations as well.

3 Selection of seed super-pixels using saliency maps

In our method, no priors are provided unlike interactive or supervised segmentation where
interactive strokes or training images are provided. Seed super-pixels are detected automatically
and the combination of the results of different saliency detection methods on different types of
color space is exploited to produce initial seed regions. The initial seed regions are further refined
by eliminating the dissimilar ones based on the assumption that the detected foreground super-
pixels in all the images are highly similar unless they are mixed with background super-pixels.

3.1 Finding saliency map using different methods on different types of color space

It is widely recognized that salient object detection is very helpful in computer vision and image
processing [1, 35]. However, it is still a challenging task because there is no method yet in the
current literature that can detect saliency accurately for all images. In order to achieve robust
saliency detection, we adopt a strategy of linear combination of different detection result as
[23]. Unlike [23], we perform saliency detection on different types of color space using different
detection methods. The combined saliency map denoted by S is represented as follows:

K L
s=3°3s! @
k=1 [=1
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where Sf denotes the normalized saliency map obtained using method 4 on the color space type
1. Note that, here we implicitly set the weight of all saliency detection algorithms and all color
spaces to be exact the same. From Eq. (2), we can see that if a pixel is identified as a salient pixel
by most of algorithms on most of color space, it will have a high saliency value. Otherwise, it
will be regarded as a background pixel.

Note that, we never implicitly assume that, either the proposition “salient pixels are all similar”
or “salient pixels belong to the foreground” is true. We only assume that, salient super-pixels can
serve as good seeds in most cases for the initialization of the process of our proposed method.

In our work, we exploited three methods for generating saliency maps on three types of
color space. The three saliency maps are Itti’s model saliency [17], frequency-tuned saliency
[2], and spectral residual saliency [16] since the combination of these three methods have been
proven effective [23]. The first is the well-known saliency model which mimics the visual
search process of human. The saliency map is computed using multi-scale image features in a
bottom-up manner. The second estimates the center-surround contrast using color and lumi-
nance features based on a frequency-tuned approach. The third saliency model employs the
log-spectrum of an input image, and extracts the spectral residual of an image in the spectral
domain. The three saliency models perform the saliency detection in different ways, and
advantages of each method are expected to be exploited in such a combination. The three types
of color space are RGB, Lab and HSI. Pixels in each detection result have normalized salient
value in the range [0, 1]. We use adaptive threshold to determine which pixel is a salient point.
The adaptive threshold 7, is computed as [2] as follows:

W1 H-1
T e S e) 6)
x=0y
where Sf(x,y) is corresponding saliency map, (x,y) is the position of a pixel, H is the height of
the image, and W is the width.

3.2 Refinement of seed super-pixels

Refining the initially selected elements according to certain rules is usually a necessary process
in seed selection in order to obtain more accurate results [6, 12]. The implicit assumption in co-
segmentation is that the images contain an identical or similar object. This can help to refine the
seed regions since the super-pixels belonging to foreground class have high similarity. The
background super-pixels which are misclassified as seed super-pixels are regarded as outliers.
We simply use statistical methods for multivariate outlier detection to detect these outliers and
eliminate them. Suppose that 07, , = {R RE, - RI,} is the seed set including N seed
super-pixels corresponding to the image /7 where g=1, 2, -+, N, and N is the number of images
N

to be co-segmented simultaneously. All the seed sets have N/ = ¥ N7 seed super-pixels.
g=1
Statistical methods for multivariate outlier detection often indicate those observations that
are located relatively far from the center of the data distribution [4]. Several distance measures
can be implemented for such a task. The Mahalanobis distance is a well-known criterion which
depends on estimated parameters of the multivariate distribution. Given N*/ observations
whose number of dimensions are U, denote the sample mean vector by H and the sample

covariance matrix by ¥, thus
N N4

= el IZ Z(Hq )(H?_H)T (4)
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The Mahalanobis distance for each multivariate data point n, n=1, 2, -, N“”, is denoted
by M,, and given by

=1
Accordingly, those observations with a large Mahalanobis distance are indicated as outliers.
The outliers sorting in descending order are eliminated one by one, until one of the set has only
one element per image.

M, = (i (wi-) v (111 T>I/2 (5)

4 Object extraction using graph cut based optimization

To extract a salient object from an image using the saliency map, the simplest method is to
segment the saliency map using a fixed or adaptive threshold [6]. Though the threshold
method is simple, it often cannot provide satisfactory segmentation results. Therefore more
sophisticated schemes are needed and many saliency map models have been applied to object
segmentation. Ma and Zhang [37] use region growing and fuzzy theory on their saliency maps
to locate objects of attention with rectangles. Han et al. [8] employ a Markov random field to
group pixels of the prominent object based on their saliency maps and low level features such
as color, texture and edge. Achanta et al. [6] average saliency values within segments and
realize object extraction using an adaptive threshold method. Cheng et al. [24] apply the
saliency map results to initialize the iterative Grab cut algorithm [7] for object segmentation.
Xie et al. [9] use the graph cut algorithms [19] in their work. In our method, given the images
and corresponding saliency maps, the object extraction is also formulated as a labeling
problem as [7, 19].

In the labeling based representation, for an image / containing N super-pixels, each super-
pixel S; is assigned a label /;, where i=1, 2, ---, N. For figure-ground segmentation, i.e. the 2-
class segmentation case, the label /; takes 0 or 1, where 0 denotes the background label and 1
denote the foreground label. Each super-pixel is labeled as foreground or background, and thus
there are 2 labeling schemes for the image. In the viewpoint of energy minimization, each
labeling corresponds to a potential energy value, also called a penalty cost. Not only individual
super-pixels but also neighboring ones are considered when computing the energy values [26].
Denote a labeling by L=(/;, b, ***, Iy), and an energy function & : 2¥—R , which maps any
labeling L to a real number (L) , can be written as:

B(L) =AY _u(llS) + > p(li1j]Si,S))-6 (ks 1)) (6)

eV (i,j)eE

Where V denotes the set of indexes of pixels, £ denotes the set of all adjacent super-pixel
pairs, the unary term u(/; | S; ) denotes the cost of assigning /; to S;, the pair-wise term
p;, ;| S;, S)) denotes the cost of assigning /; and /; to adjacent S; and S}, d(Z;, /) is an indicator
function, and A is a positive weighing coefficient specifying a relative importance of the unary
term versus the pair-wise term. In our work, the values of a saliency map is normalized to the
scope of [0, 1], and the saliency value of each super-pixel is regarded as the probability that the
super-pixel belongs to the foreground. Then the unary term u(/; | S;) is defined as:

M(Z, = 1|Sl) =-In Sal(S,) (7)
u(l; = 0|S;) = —In(1-Sal (S))) (8)
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The pair-wise term is defined as

2

B Hfs,_fs/

202

p(li,1)]S:,S;) = exp 9)

where o is standard deviation of histograms, and |||l denotes the Euclidean distance between
the two histograms fg and f s, -

5 Experiments and results

In this section, experiments were performed to evaluate the performance of the proposed method.
The proposed method was then compared with some state-of-the-art ones on two datasets: the
MSRC-v2 dataset and a dataset used in [1]. Finally, the deficiency of our current method was
discussed.

5.1 Evaluation of the saliency detection methods

For the dataset used in [6], 1000 images with labeled ground truths provided selected from 5000
consistent images of a public dataset given by [6]. The proposed method is compared with 3
state-of-the-art methods, including FT [6], RC [24], and BS [9], which output full-resolution
saliency maps and almost outperform the other methods in current published work [9, 24].

Some sample saliency detection results are shown in Fig. 1. The FT method computes
saliency at each pixel by its color contrast to the average of the whole image, but it does not
work well when the salient region and the background have similar color. The RC method
estimates regional saliency based on color as well as spatial positions, and it performs well in
highlighting small salient objects. However, it also inevitably identifies small background
patches incorrectly. The BS method can provide a strong saliency map, which highlights the
salient object and weaken the background regions simultaneously; nevertheless it probably
ignores small distinct parts in the estimated hull. The proposed method generates uniformly
highlighted salient regions, and overall, it is able to better estimate saliency maps.

The true usefulness of a saliency map is determined by the application, and the saliency
maps are evaluated in the context of salient object segmentation. To quantitatively evaluate the
performance of the proposed method, the precision and accuracy are computed to quantita-
tively evaluate the performance. The precision and recall are defined as

P

Precision = ———— 1
recision = -p——p (10)
TP
Recall = ——— (11)
TP + FN

where TP (True Positives), FP (False Positives), and FN (False Negatives) denote the number
of correctly classified object pixels, the number of background pixels but classified as object,
and the number of object pixels but classified as background respectively. Obviously, the
higher the precision and recall are, the better the method is. The precision and recall values on
the 1000 images are computed by varying the threshold from 0 to 255 as [6]. The resulting
precision and recall curves are shown in Fig. 2a. This curve provides a reliable comparison of
how well various saliency maps highlight salient regions in images. As shown in the curve
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Fig. 1 Visual comparison of saliency maps: a original images, b FT maps, ¢ RC maps, d BS maps, e our maps,
and f ground-truths

objectively, the proposed method achieves the best results. At the maximum recall, all methods
have the same low precision value. This happens at the threshold zero, where all pixels from
the saliency maps of each method are classified as positives, leading to an equal value for true
and false positives for all methods.

a b
1 1 [ Precision }
0.9 0.9 4 ETQZZSJ 1
0.8 08
07 0.7
5 06
@06
3 0.5
o 05 04
0.4 0.3
0.3} < 0.2
02r Ours 0.1
0L—T 1 0
0 01 02 03 04 05 06 07 08 09 1 FT RC BS Ours

Recall
Fig. 2 Quantitative results: a precision-recall curves for naive thresholding of saliency maps on 1000 images, b

mean precision, recall, and F-measure values for our segmentation method using different saliency maps as
initialization
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5.2 Effectiveness of the proposed method

Since the proposed method is designed for automatically unsupervised segmentation, espe-
cially for extraction of homogenous object from the background, it will perform well on
images with homogenous foregrounds. Figure 3 shows some high quality results on image
groups where the number of images in each group is more than 2. As mentioned before, it can
be seen from the results that the proposed method can obtain satisfactory segmentations if the
objects occurring in the image pair or group have consistent color or texture features.

5.3 Experiments on MSRC-v2 dataset

In this subsection, performance was evaluated on a subset of MSRC-v2 database [33]. The
proposed method was compared with a variety of state-of-the-art methods on the dataset. The
performance measurement used here is the IU defined above. Table 1 gives quantitative results. In
comparison to results on other datasets, the performance on MSRC dataset is relatively low. This
is mainly because that many image groups in this dataset depict different instances of the same
class. Note that the images in MSRC-v2 dataset have multiple labels. We used the main object
category for each MSRC image as foreground, and the rest of the pixels as background as [19].
The numbers in brackets in the first column denote the numbers of images in the corresponding
image groups. The proposed method achieves the best performance for 9 out of 14 object classes.

Fig. 3 Some visual results using saliency maps: columns a and d are original images, b and e are saliency maps,
¢ and f are segmentation results
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Table 1 Performance comparison on MSRC-v2 dataset with various settings of BiCos [7]

Class BiCos [7] BiCos [7] BiCos-MT [7] BiCos-MT [7] Our proposed
(1 iter.) (5 iter.) (1 iter.) (5 iter.)

Bike (30) 28.4 293 29.9 303 31
Bird (30) 70.2 71.2 71.2 71.2 71
Car (30) 59.5 59.9 60.3 60.5 62
Cat (24) 71.4 71.5 71.2 71.5 73
Chair (30) 41.8 42.0 42.6 43.4 46
Cow (30) 73.8 742 74.6 74.6 77
Dog (26) 66.4 66.9 67.1 67.2 69
Face (30) 28.6 289 28.6 28.8 29
Flower (30) 59.3 59.9 60.7 61.4 62
House (30) 40.0 40.7 41.0 41.7 42
Plane (30) 50.0 50.2 50.1 50.8 52
Sheep (30) 71.4 71.5 723 72.8 76
Sign (30) 34.8 35.1 354 36.0 37
Tree (30) 61.9 62.2 62.1 624 63
Average 54.1 54.6 54.8 552 56.4

The reason for the good performance is that the images have homogenous objects or the objects
have distinct features. The proposed method works worst in bike, face and sign object categories.
The reason for the bad performance is that object instances in these categories vary greatly in
color or texture with cluttered backgrounds, which leads to poor results.

Finally, two versions of the well-known Bi-level Co-Segmentation (BiCos) method [7] with
various settings are compared and tabulated accordingly in Table 1. It is seen that, even for
BiCos-MT with 5 iterations, our proposed method is still with some slight advantages.

5.4 Discussions

The proposed method is designed for unsupervised foreground/background segmentation, i.e.
automatic extraction of objects from the backgrounds, based on the fact that the same or similar
object appears in each image. The accuracy of seed detection and the performance of merging
process highly depend on the assumption that each image has homogenous foreground or
background. To ensure accurate seeds as possible, the initial detection result is further refined
by eliminating possible outliers. On the other hand, the refinement weakens the diversity of
foreground super-pixels and may result in an incomplete seed results. The deliberately designed
merging process is fast and easy to implement, and it performs well on the images which satisfy
the assumption. However, the proposed method performs poorly on image groups which do not
satisfy the assumption. Figure 4 demonstrates some low quality results encountered in our
experiments. In Fig. 4a, the panda has two classes of distinct white and black parts and only
one class is left after the refinement; therefore, the incomplete seeds lead to a partial result. In
Fig. 4b, the gecko has the similar color with the background and it result in misclassification of
background parts as foreground ones. The car in Fig. 4c has several kinds of distinct parts and
only saliency parts are segmented out as the case of Fig. 4a. There are three images in the gnome
image group of Fig. 4d, but saliency regions in each image correspond to different parts of the
gnome. The saliency region in the first image is the boots, the saliency region in the second image
is the face, and the saliency region in the third image is the hat. The different saliency regions
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gnome image group doll image group

Fig. 4 Some low quality results. a panda image pair. b gecko image pair. ¢ car image pair. d gnome image
group. e doll image group

result in poor segmentations. In Fig. 4e, the true object is the doll, but the detected saliency
regions of the images are the faces, parts of the doll. In our future work, we will introduce
interactive inputs instead of refinement to ensure accurate seeds and meanwhile preserve diversity
of foreground; and we will exploit more discriminative representation for super-pixels to make
the merging process more robust.

6 Conclusions

In this paper, a contrast based saliency detection method is proposed and foreground object
segmentation using saliency maps is performed. The method is simple, but efficient and effective.
Experiments are performed on the widely used dataset, and the results show that the proposed
method overall produces more accurate detection results than state-of-the-art methods.
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