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Abstract The advance of modern network technologies has made Digital TV systems
available throughout the world. To provide secure media delivery in Digital TV systems, a
large number of messages are exchanged for key updates in the conventional key distributed
schemes of conditional access systems (CAS). In this paper, proposed a new multicast key
distribution scheme based on Huffman grouping scheme of access control for conditional
access system (CAS) in digital television multicast. The proposed key distribution scheme can
greatly reduce the computation using fast Fourier transform and acquire higher efficiency and
security using extended Euclidean algorithm. With this scheme, only authorized subscribers
can watch the subscriber programs correctly. Unauthorized subscribers have no information to
retrieve the correct programs over the networks. Moreover, the proposed scheme is more
flexible in processing subscribers joining and leaving which is achieved by using Huffman
based grouping scheme and is very important for service provider to dynamic manage the
subscriber.

Keywords Multicast key distribution scheme . Huffman grouping scheme . Conditional access
system . Digital TVmulticast . Fast Fourier transform . Extended Euclidean algorithm

1 Introduction

Multicasting is a digital television technology that gives viewers access to additional local
multicast TV programs. A single station can now provide multiple programs of separate
programming simultaneously, free and over the air. Each separate program stream is called a
multicast. Digital TV Multicast is done by using a single digital transmitter to send different
programs simultaneously. Groups/subscribers can decide which of these programs to watch.
To provide secure media delivery in Digital TV systems, a large number of messages are
exchanged for key updates in the conventional key distributed schemes of conditional access
systems (CAS).

To ensure access rights of the authorized subscribers who pay for the content watched and
prevent media/video programs from unauthorized access, scramble and encryption algorithms
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are commonly used for secure media delivery and channel protection. The encryption keys
should be distributed to all subscribers so that they can receive and decrypt the subscribed
video programs or media streams. For large amounts of subscribers in a conditional access
system, traditional key distribution schemes [2–4, 8–10, 14, 19–21] result in high computa-
tional costs and poor quality of service. To provide real-time video services, an efficient and
secure key distribution scheme is a necessary and important requirement.

The basic components in a CAS [5] in Digital TV system are a service provider (SP) and
large amount of subscribers. Before receiving video programs from the service provider, a
subscriber must first register with the service provider and get his own secret key and along
with other secret information. A scrambling/descrambling function is usually used for channel
protection in CAS. The scramble keys/control words (CW) initialize the generation of the
pseudo-random sequence. The descramble function recovers the original video programs at the
receivers with the help of the CW and the pseudo-random sequence. For CAS security, CW
will be changed once per 5–20 s. A superior CAS [5] should be of high security, efficiency in
processing stream and flexible in dynamic management.

In this paper, a new key distribution for CAS based on Huffman grouping scheme for
access control has been introduced. This scheme is secure enough. Moreover, the proposed
scheme is more flexible in processing subscribers joining and leaving which is achieved by
using Huffman based grouping scheme and is very important for service provider to dynamic
manage the subscriber. This paper is organized as follows. In Section 2, various key distribu-
tion schemes for program protection are discussed. Section 3 describes Huffman based
grouping scheme for key distribution that can periodically update the encryption keys of the
CWs for subscribed programs. Section 4 describes the performance analysis of the proposed
scheme in comparison with previous schemes. Section 5 gives the Simulation Results. Finally,
the conclusions are given in Section 6.

2 Related work

J.W. Lee proposed a key distribution scheme [8] for subscription channels. A four-level key
hierarchy is used in Lee’s scheme: CW, Direct Entitlement Key (DEK), DK, and Master
Private Key (MPK). CW and DEK perform the same functions as the CW and AK in the ITU
recommendation, respectively. The DK consists of a Private Key (PK) and a Group Key (GK)
and is used to encrypt the DEK. PK is used uniquely for each subscriber and GK is used as a
group key for each group of channels. MPK is used to encrypt the entitlement management
message and DK is stored in a smart card-based device. Keys of the last three levels are never
revealed outside the smartcard-based device, which the CW is sent out to descramble the
subscribed programs. The computation of encrypting and broadcasting keys in Lee’s scheme
are too heavy to provide PPV services. In addition, the PK is unnecessary, since MPK can be
used to identify the subscriber.

To improve Lee’s scheme, Tu et al. [19] modified DEK in Lee’s scheme and replace DK
with a newly proposed key Receiving Group Key (RGK). The RGK is used for subscription
channels only. Subscribers whose authorization is expired will not receive the new RGK and
can no longer vie video programs. In Tu’s scheme, all subscribers are classified into charging
and receiving groups, where subscribers with the same charging periods are put in the same
charging group and subscribers with the same set of subscription channels in the same
receiving groups. Tu’s scheme is efficient for subscription management and has the advantages
to distribute the heavy daily work. However, the maximum number of the receiving group
becomes the total number of subscription channels and is still a very large number. Besides,
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DEK update in Tu’s scheme require large amount of package broadcasting. In summary, the
aforementioned schemes may introduce high computation and transmission cost for key
updates. This is inefficient and costly when the client side is using a smart card with low
computing power.

Akl and Taylor were the first authors to propose a top-down structure for solving the
hierarchical access control problem [1]. Moreover, comparing with Akl’s scheme, L. Harn’s
[6] scheme is more efficient in the memory usage since it needs less space to keep the public
information. As a review of Harn’s scheme [6], T. Jiang et al. [7] proposed a hierarchical
structure for conditional access system. It adopts four level key hierarchy that is CW, AK,
RGK and MPK. Here they divide the program channels into several channel groups and every
group needs only one AK to encrypt the CWs of all the channels in the group to form ECM
package. InT. Jiang et al., channel groups are formed based on some combinational channel
groups, there is well-defined combination group given. If the combination grouping scheme is
more simple, the conditional access system (CAS) will be more convenient and
efficient in key distribution and management. For simplifying grouping of the program
channel, we proposed the Huffman based grouping scheme access control [17, 18]for
conditional access system (CAS). Moreover, the proposed scheme is more flexible in
processing subscribers joining and leaving which is achieved by using Huffman based
grouping scheme and is very important for service provider to dynamic manage the
subscriber. Furthermore, the proposed system is well-suited for the DTV standard,
which can be used for both PPC and PPV services.

3 Key distribution based on Huffman grouping scheme for CAS

In DTV multicast, a service provider normally provides many DTV programs and the
subscriber can subscribe their favoriteprograms. Some subscribers may subscribe more pro-
grams including all the programs which are subscribed by other subscribers. That is, sub-
scribers who subscribe more programs have higher privilege than those subscribe few pro-
grams. This can be considered as a cryptographic solution by using hierarchical access control
relation as in [2, 3, 6, 10, 12, 21]. So we adopt a customized Huffman grouping scheme in
programs for CAS, which can get a good efficiency in reducing the computation of encryption
and quantity of message being transferred for key distribution as well as flexibility in dynamic
management.

In this proposed scheme as in [17, 18], we still adopt four level key hierarchy, that is CWi,
AKi, RGKi and MPKi. We divide the programs into several groups and every group needs only
one AKi to encrypt the CWis of all the programs in the group to form ECM package. For
example, for one DTV multicast station, there are 100 DTV programs. We divide these
programs into four basic program groups as shown in Fig. 1. That is movie program group
G1, stock information program group G2, news program G3, and sports program group G4,
where chi denotes the ith program. Based on the probability of transmission, we derive several
combinationalgroups using customized Huffman grouping scheme. The Huffman technique
requires probability of transmission for each group as input and output will be the variable
length code in binary for each of the groups in such a way that the group having the higher
probability of transmission will have lesser length codes. The Huffman technique is modified
in such a way that it generates the GID for each group. We need least number of bits for the
group leaving in the more recent past and more bits for the one who leaves in the less recent
past (or the more distant past). The problem of GID generations is now mapped to a problem
of variable length code generation.
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However the Huffman’s technique has to be customized in such a way that it takes the
duration of stay as the input instead of the probability of transmission.

Steps involved in generation of GroupID

& The authentication agent calculates the expiry of the subscription from the subscription fee
paid by the group.

& The duration of stay has to be mapped in such a way it can be plugged as an input to the
customized Huffman’s grouping scheme instead of probability of transmission.

& Use Customized Huffman’s grouping scheme to get the ID for each of the Group.
& The Group IDs generated by this scheme is related to the keys possessed by them.

This method of ID generation makes sure that the group with expiry of subscription in near
future has the least number of bits in its ID. S0 the number of keys that has to be changed when
that group leaves the group is going to be less. However because of variable length coding there
are going to be groups whose GIDs have more bits than what they would have had if their GIDs
were represented by normal binary notation. By reconstructing these GIDs again by this
approach after some specific time period this can be resolved. This is because these groups
subscription expiration is now closer to the expiration deadline then previously. We call the
basic program group as leafnode and the combinational group above leaf node as mid-nodesuch
as G5,G6 and the highest privilege group G7 as rootnode. The subscriber of higher privilege
node in the Huffman basedaccess control grouping scheme can access the program that can
beaccessed by subscriber of the lower privilege node which issubordinated to the higher
privilege node. For example, subscribers in group G5 can access both the programs which
can be accessed by the subscriber in group G1 and G2, i.e. movie program and stock
information program from program 1 to program50. Subscriber in G7 can access all the
programs provided by the service provider.

3.1 Generation of GID

The generation of GID can be illustrated with an example. If the duration of stay of the group
is calculated as 5,10,20,25 time units then the GroupIDs can be generated as follows.

0 1

0 1

0 1

G7

G6

G5

G1 G2 G3 G4

Fig. 1 Huffman grouping scheme for CAS
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The time units are mapped to an input, equivalent to the probability of transmission. Each
subscribers validity period is divided by the sum of duration of stay of all the groups. This
gives the values 5/60, 10/60,20/60,25/60. The inputs for generation of GID for each of the
subscribers are assigned in such a way that the subscriber with least time units of validity has
the highest value and henceforth. Groupl 25/60, Group2 20/60,Group3 10/60,Group4 5/60.

This can be used converted to Huffman’s codes represented as in Table 1.
So by having less number of bits for the group leavingmost recently we can reduce the number of

keys to be changed after the leave.Due to the dynamic nature of the group, and the possible expiration
of keying material, it is necessary to update both the MPK and RGKs using rekeying messages. The
Four operations involved are Key Refreshing, system Initialization, key updating when a new user
joins the service, and key updating when a user departs the service. In the discussions that follow, we
use an integer-valued time index to denote the time intervals during which fundamental operations
occur, and assume that there is a system-level mechanism that flags or synchronizes the users to the
same time frame. We shall always use the time index to denote the interval for which the new key
information will become valid. Time interval will correspond to the time interval during which the
new key information is being transmitted. Further, time interval corresponds to the interval of time
during which a new member contacts the service provider wishing to join, or a current member
announces to the service provider his desire to depart the service. We have depicted these cases in
Fig. 2. Observe that it is not necessary that the time intervals have the same duration.

3.2 Key refreshing

Refreshing the session key is important in secure communication. As a session key is used,
more information is released to an adversary, which increases the chance that a MPK will be
compromised. Therefore, periodic renewal of the session key is required in order to maintain a
desired level of content protection. By renewing keying material in a secure manner, the effects
of a session key compromise may be localized to a short period of data. Algorithm 1 shows the
Key refreshing algorithm that is used to refresh the key in secure communication. The crypto-
period associated with a session key is governed by many application-specific considerations.

Algorithm 1: Key Refreshing algorithm

3.3 Group key distribution

The keys for each group are distributed as follows:

Step 1. Initially, the System selects a large prime number p and q, where p>q and q≤p/4.
The value p helps in defining a multiplicative group zp

* and q is used to fix a

Table 1 Huffman Code representation

Symbol Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7

Probability 5/60 10/60 20/60 25/60 15/60 35/60 1

Huffman Codeword 000 001 01 1 00 0 –
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threshold value δ, where δ=a+q. The value ‘a’ is a random element from the group
zp
* and hence when the ‘a’ value increases, the value of δ also increases. System
selects a random element β from zp

*.
Step 2. System now computes the shared secret key RGKi = β q mod p.
Step 3. For each group, system calculates L ¼ ∏

i¼1

n

AKi .
Step 4. The system computes a HCF value of (δ, L) by using the extended Euclidian

Upon receiving all the above information (β, x, p, q, b) from the system, an authorized
subscriber ui of the current group executes the following steps to obtain the new group key
RGK i .

Step 1. Computes MPK i using the relation x mod AK i = MPK i.
Step 2. Computes δ using MPK i

−1 mod AK i = δ.
Step 3. Performs the following operation to find the shared secret key.

βb�δ
.
βqmod p ¼ β b�δð Þ−qmod p ¼ RGKi:

The RGKi obtained in this way must be equal to the RGK i computed in Step 2 of system.
So in this scheme, if a subscriber subscribes some kind of the program, the system only

needs to send a RGKi of the program group to him. In order to keep flexible to process the
subscriber’s joining and leaving and reduce the load of key distribution for CAS, distributing
RGK should be flexible and less computation or encryption. In this proposed Huffman based
grouping scheme as in [17, 18], for each group, CAS only needs to distribute one encrypted
message, that is E(RGKi), which is usually contained in EMM. All the subscribers in the group
can use their MPKi to decrypt the message to get RGKi. Moreover, this Huffman based
grouping scheme is more flexible in processing the joining and leaving.

3.4 Subscriber join

When a subscriber i want to join the group, system only needs to choose a unique key β and
computes MPKi for the subscriber. At the same time, system use the key βas a part of the
encrypting key to encrypt the RGK of the subscribed group and send the MPKi by smartcard to
the subscriber.

3.5 Removal from the group due to expiry of subscription

If the expected subscriber leaves the group, that is the subscriber leaves according to the expiry
of the subscription, then the system has to encrypt the new Session key with AKi + l, AKi + I’
first, where ‘i’ is the most significant bit number of the subscriber. In other words, if the
leaving subscriber has 3 bits gid then first step of encryption is with AK3 and AK3′. This
encryption in algorithm 2makes sure that every subscriber with one or more bits more than the
leaving subscriber will get the new group key. Then for the subscribers with same number of

Fig. 2 Time intervals
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bits, the compliments of each of the bits of the leaving subscriber starting from the least
significant bit is encrypted and it is repeated ith next higher order bits until all the subscribers
of the same length GID gets the Group Key.

Algorithm2: Encryption algorithm for expiry of subscription

Since Huffman grouping scheme is more simple, the CAS will be more convenient and
efficient in key distribution and management. In this scheme, AK refreshed based on Huffman
grouping scheme is used. Let us consider the case when user un-departs the group at timeframe
t-1. Since user unknowns β(t-1) and RGK(t-1) these keys must be renewed. First RGKi is
renewed. Next, the session key β(t) is updated. The System forms a new β(t) and encrypts
using the new RGKi(t) to form α(t) = E(RGKi(t), β(t)). This message is then sent to the
subscribers. Because of small quantity of transferred message for rekeying, system can
periodically transfer EMM in a short time to ensure that the newly subscribers can receive it
in time. All of the process for rekeying can be done online which is more flexible and
important for CAS. This Huffman based grouping scheme is discussed above mainly for
pay-per-view (PPV), where period of rekeying for RGK depends on the specific program’s
lasting time and only one AKi for each node is used.

3.6 Security analysis

Computing the newly updated RGKi in the proposed scheme depends on the method used to
calculate the subscriber’s secret key AKi in a specific amount of time. In this scheme, the
group center distributes the parameters(β, x, p, q, b) to the subscribers through Huffman based
grouping scheme based multicast communication. Hence an intruder can try to capture all the
distributed parameters as well as and the threshold value δ. This δ can be computed only by
using the subscribers secret key AKi.

In this scheme, if the intruder is not an active adversary, it can use brute force attack. If the
size of AKi is ω bits, then the intruder has to use the total number of trials of 2ω. In this
proposed work, the size of AKi must be 64 bits. If the time required to perform one attempt
using brute force attack is 1 μs, then the total time required will be 263 μs. Therefore when a
large size AKi is used, it is not possible to find the value of δ and hence RGKi can’t be computed
by an adversary. Section 3.6.1 shows the security proof about the group key distribution.

3.6.1 Security proof

Given that δ < AKi, i=1…n and with every AKi prime (or coprime at least), it is clear that:

HCF δ;AKið Þ ¼ 1; for every i ¼ 1;…; n ð1Þ
and hence,

HCF δ;Lð Þ ¼ 1: ð2Þ
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Equation (2) ensures, by the Extended Euclidean Algorithm, that the existence of x, y ∈ z p
*

such that x×δ+y×L=1, from where it is deduced that δ.x ≡ AKi
−1 and so x−1 ≡ AKi δ, for

every i=1,…,n. The Chinese Remainder Theorem guarantees that the solution for x−1 mod
AKi = δ and δ < AKi, for every i=1,…,n is unique.

The value RGKi = βq mod p is obtained as shown next:

βδ≡ pβ
aþq

≡ pβ
a :1

≡ pβ
a

ð3Þ

β is public, but the use of δ assures that an outsider will not be able to guess ‘a’ since the
value ‘a’ is any random element from the group zp

*, and therefore, RGKi. New values for p, β,
q and/or a must be chosen for each refreshment of public and private key pairs. Note that δ, x,
y depend on them and will change as they do. For security reasons, the service provider might
decide to refresh the public and private keys after a long period of time with no members
joining or leaving. Therefore, all of these keys are secured for group key distribution.

4 Performance evaluation

Assumption Let L ¼ ∏
i¼1

n

AKi be a multiplication function which is used for member join

operation, where AKi = secret is the key of a user. Now, ‘σi’ is the size of the AKi, where i=1,
2, 3, . . ., n (n = size of the group).

For optimizing the number of multiplication operations used for computing there exist
faster multiplication algorithms, based on the fast Fourier transform, a divide and conquer
approach [13, 15, 16] is used in this proposed key distribution algorithm. The idea is :
multiplying two numbers represented as digit strings is virtually the same as computing the
convolution of those two digit strings. Instead of computing a convolution, one can instead
first compute the discrete Fourier transforms, multiply them entry by entry, and then compute
the inverse Fourier transform of the result. Based on this idea, the number of multiplication
operations to be performed in total to obtain the solution for the ‘σ’ digit number will be O σ (n
log n). The Fast Fourier Transform (FFT) is a way to compute the Fourier transform of a
sequence A in time O(n logn) instead of O(n2) with the classical way, when n is a power of 2.

Therefore it is faster than the traditional multiplication, which requires σ2 single-digit
products and the complexity is O(σ log24) . The fast Fourier transform multiplication approach
works well when the value of σ>4,000 digits. However, if the number of digits of σ<16, this
algorithm shall not show a significant difference. In order to optimize the use of the fast
Fourier transform multiplication approach [13, 15, 16], the group size in this proposed key
distribution algorithm can have 16-digits, 32-digits, 64-digits, 128-digits, etc. In the proposed
algorithm, the analysis and testing of the algorithm for a group size p as 16-digit, 32-digit and
64-digit prime numbers. The key values used in the algorithm are 16 and 32 digit numbers.

Theorem 1 The number of multiplications in the computation of L is in the order of O(ω log
(ω)) when fast fourier transform divide and conquer multiplication is employed for the key
computation process where the key size is a n digit number.

Proof Two integers A and B, of length n represented as a polynomial in base x. It is important
to stress at this stage that the length n has to be a power of two (n is even). In the

2906 Multimed Tools Appl (2015) 74:2899–2912



implementation there will be some processing to ensure that n is always even.

A xð Þ ¼ A0 þ A1x þ A2x
2 þ……þ An−1x

n�1

B xð Þ ¼ B0 þ B1x þ B2x
2 þ……þ Bn−1x

n�1

Split A, and B in the following manner:

A0 ¼ a0 þ a2 þ……þ an−2 and A1 ¼ a1 þ a3 þ……þ an−1
B0 ¼ b0 þ b2 þ……þ bn−2 and B1 ¼ b1 þ b3 þ……þ bn−1

Both halves are equal toω/2 as the length n is a power of two. However, one half possesses
the even positions and the other the odd positions. Given a sequence A = (a0, a2, …, aω-2),
compute its Fourier transform according to the formulae

Choosing for ωk the complex roots of unity
(Note: i is equal to −1)

Wk ¼ exp
2ikπ
2n

� �
¼ ωk;ω ¼ exp

2iπ
2n

� �

This formula is used to compute the complex roots of unity needed to evaluate the number
at 2n distinct points.

This would give us:

F2n Að Þ ¼ c0; c1;…; c2n−1ð Þ; bk ¼
X2n−1
j¼0

a j:ω
jk

From above it gets the sequence F2n(B) = (d0, d1, …, d2n-1),
The two sequences are multiplied together and produce the third sequence E

E ¼ e0; e1;…; e2n−1ð Þ;where ek ¼ ak � bk
On sequence E, use the inverse Fourier Transform. This produces the sequence G

G ¼ g0; g1;…; g2n−1ð Þ; gk ¼
X2n−1
j¼0

e j:ω
−jk

Finally, dividing each of the resulting integers by 2n will give us the coefficients that
construct the product of the multiplication.

Time Complexity of FFT ¼ T ωð Þ
T ωð Þ ¼ 2T ω

.
2

� �
þ O ωð Þ ¼ O ωlog ωð Þ:

5 Simulation results

The proposed method has been simulated in NS-2 for more than 500 users and it is found that
the computation and communication time with existing approaches to perform the rekeying
operations.

To investigate the recital assessment of the Customized Huffman technique over normal
Boolean logic minimization, the number of keys until the point of restructuring of the network
is plotted. Figure 3 depicts the Highly stable Network where the user leave is predictable.
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Figure 4 depicts The Network where the users leave is predictable with a good probability and
Fig. 5 illustrates the Network where the users leave is highly unpredictable. The network has to
be restructured when the recital assessment of Huffman technique goes below the Boolean
logic minimization technique. The way in which this is simulated is through constructing the
Huffman code and binary GroupIDs for all the users in the network and simulating the user
leaving the network.

Highly stable Network where the user leave is predictable
The steps for simulation.

& Generate the binary notation user Ids for all the users.
& Generate the Group Ids using the Customized Huffman technique.
& The user leave is predictable in this Network. Always remove the predicted user from the

network.
& Compute the number of re-keying operations.
& The algorithm proposed in the scheme was used for computing the number of rekeying for

the Customized Huffman Scheme.
& Plot a graph between these two data.ˇ

The Network where the users leave is predictable with a good probability

& Generate the binary notation user Ids for all the users.
& Generate the Group Ids using the Customized Huffman technique.
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& Generate a random number to decide who leaves next. The high probability in the
generating engine should be the predicted user.

& Compute the number of re-keying operations
& The algorithm proposed in the scheme was used for computing the number of rekeying for

the Customized Huffman Scheme.
& Plot a graph between these two data.

Network where the users leave is highly unpredictable

& Generate the binary notation user Ids for all the users.
& Generate the Group Ids using the modified Huffman technique.
& Generate a random number to decide who leaves next. The high probability in the

generating engine should be the user not predicted.
& Compute the number of re-keying necessary for both the schemes
& The algorithm proposed in the scheme was used for computing the number of rekeying for

the Customized Huffman Scheme.
& Plot a graph between these two data.

The graphical results shown in Figs. 6 and 7 are used to compare the key computation and
communication time of proposed method with the existing methods. It compares the results
obtained from proposed Huffman based key distribution scheme with the Lee’s scheme, Tu’s
scheme, and Jiang et al.’s scheme.

Using the simulation the following observations are made.

1. The number of messages sent after the user leave is reduced.
2. The number of keys that has to be changed is reduced.
3. The unwanted Network traffic is reduced
4. The better our prediction of when users will leave the network, the better the recital

assessment of the Network.

From the above results, it is observed that when the group size is 600, the key computation
and communication time is found to be 7 μs in proposed approach, which is better in
comparison with existing schemes. Moreover if the number of members who are joining
and leaving increases, the computation and communication time proportionally increases.
However it is less in comparison with the existing approaches.
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Fig. 5 Recital assessment for un-predictable network
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Fig. 7 Communication cost

Fig. 6 Computation cost
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6 Conclusion

In the proposed scheme, related works on key distribution for CAS are discussed. The
proposed scheme shows the Huffman based grouping scheme for key distribution for condi-
tional access system in DTV Multicast. By analyzing and comparing with other schemes, the
proposed scheme can greatly reduce the computation and communication operations. It
reduces the number of multiplication operations using fast Fourier transform and the amount
of messages transferred for rekeying. CAS acquire higher efficiency and security is achieved
by using extended Euclidean algorithm which is based on the difficulty of factoring large
prime numbers. Moreover, the proposed scheme is more flexible in processing subscribers
joining and leaving which is achieved by using Huffman based grouping scheme and
is very important for service provider to dynamic manage the subscriber. Furthermore,
the proposed system is well-suited for the DTV standard, which can be used for both
PPC and PPV services.
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