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Abstract In Wyner-Ziv (WZ) video coding, decoder side information (SI) takes
a key role in a WZ video codec among other building blocks. In this paper, we
review the decoder SI generation techniques according to the information utilized
in the SI generation process. Specifically, motion compensated extrapolation based
approaches, motion compensated interpolation based approaches, and hash-based
decoder motion estimation approaches in which auxiliary information is sent by the
encoder side. We also review the approaches for decoder SI refinement. The review
will help us get insight in the current development of the topic and understand how
new and better decoder SI generation approaches can be designed.
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1 Introduction

With the emergence of new applications, such as wireless video surveillance and
sensor networks, where low complexity encoders are a must, low complexity video
encoding has attracted much research efforts. As one of such promising techniques,
Wyner-Ziv (WZ) video coding, or coding of video with decoder side information
(SI), has been intensely studied in the past decade.

The theoretic foundation of WZ video coding is laid by the Slepian-Wolf (SW)
theorem [49] for lossless distributed source coding, and the WZ rate distortion
function [59] for source coding with decoder SI. The SW theorem states that for
lossless compression of two correlated information sources X and Y, the joint
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entropy H(X, Y) can still be achieved even when the two sources are separately
encoded, but are jointly decoded. And WZ rate distortion function states that, the
rate distortion function of X, R∗(D) when SI Y is only available at the decoder, and
that of X, RX|Y(D) when SI Y is available at both the encoder and decoder satisfy
R∗(D)≥ RX|Y(D), which indicates that there is generally a rate loss for scenarios
where SI Y is not available at the encoder. But in certain cases, e.g., Gaussian sources
with mean squared error distortion metric, the equality can be achieved. The two
theorems suggest that low complexity encoding, with possibility a high complexity
decoder is possible. Even though the theoretic foundation was established in as
early as the middle seventies of last century and Wyner pointed out that SW
coding is closely related to channel coding [58], due to the lack of powerful channel
codes, practical SW coding and WZ coding was only possible after Pradham and
Ramchandran published their pioneering work in 1999 [44]. After that, different WZ
video coding approaches have emerged based on SW coding using more powerful
channel codes such as turbo codes and low density parity check (LDPC) codes [3, 52].
For the background and development of WZ video coding, the readers are referred
to [22, 45, 60], and also to [23] for more recent development in this field.

In WZ video coding, among other building blocks, such as SW coding, correlation
channel modeling, and etc., decoder SI plays a key role. As it is involved not
only in the decoding process but also in the decoder reconstruction process, as a
result, it affects not only the bits required for correctly decoding, and hence the
efficiency of a WZ video codec, but also the quality of the reconstructed video at
decoder. The decoder SI Y here means any information available at the decoder
when a compressed source frame X is to be decoded. More concretely, decoder
SI is a frame (or its transform coefficients) which is generated at the decoder and
can be taken as a corrupted version of source frame X over a virtual correlation
channel. Obviously, decoder SI Y can be estimated with already decoded intra (also
called key frames) or inter frames (also called WZ frames) exploiting the spatial
or temporal correlation which exists between neighboring pixels within a frame or
among temporally adjacent frames. As in popular WZ video coding frameworks,
decoding is generally carried out on a bit plane to bit plane basis, so the bit
plane(s) already decoded can also be used directly as SI or used in a so called
decoder SI refinement process. To date, there are lots of approaches proposed
in the literature for SI estimation. According information utilized, basically, they
can be classified into the following categories: Motion compensated extrapolation
(MCE), motion compensated interpolation (MCI) and hash based decoder motion
estimation. Although there is some literature such as [22, 45] which reviews the
techniques in WZ video coding, decoder SI estimation is never treated in detail. We
will review in this paper the decoder SI generation approaches in the categories we
have classified, We will also review approaches for decoder SI refinement (SIR).
From which, we can get insight in the current development of the field, and in
how new and better decoder SI generation approaches can be designed. Note, as
we have indicated in the above, decoder SI can also be generated by exploiting the
spatial correlation among neighboring pixels in a video frame, and indeed, there are
approaches in this category, for example, [24, 50, 61], and so forth. We mainly focus
on the above classified approaches in this paper. In Section 2, we describe a generic
WZ video codec. In Section 3, MCE based approaches are reviewed. Following
that, MCI based methods are presented in great detail in Section 4. In Section 5,
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hash based decoder motion estimation methods are described. In Section 6, various
decoder SI refinement strategies are presented. We conclude the paper in Section 7.

2 Generic WZ video codec

Figure 1 shows a general WZ video codec. The central is a channel code based
Slepian-Wolf (SW) codec. The modules denoted in the figure as T and T−1 are
respectively forward and inverse transform modules, as such the codec works in
transform domain. Q represents the quantization module controlling the distortion
and rate of the system. The SI generation module is responsible for generating SI
at the decoder side, which is the focus of this review. The reconstruction module
reconstructs the WZ frame using SI and channel decoded quantized source.

The SW decoder is composed of a channel decoder, while the SW encoder consists
of a channel encoder and a buffer. Generally, systematic codes are used in SW
coding.

When coding, a video sequence is divided into key frames and WZ frames, a key
frame is intra encoded and decoded with a conventional video codec, for example
H.264, as shown in the lower part of the figure. A WZ frame is coded after transform
and quantization with a systematic channel code. The systematic bits of the channel
encoder are discarded, while the output parity bits from the channel encoder go
through a puncturing process to control the rate. The punctured parity bits are then
temporally stored in a buffer and are sent to the decoder upon decoder request.

At the decoder, SI Yt is first generated for a WZ frame Xt through techniques
which are reviewed in the sections that follow, using already decoded adjacent
frames. With SI and an assumed model for the correlation between the source and
its SI, channel decoding is carried out to recover the quantized source. The channel
decoding can work in an iterative way. Specifically, the channel decoder requests a
chunk of parity bits a time and performs decoding. If the decoded source is “good”
enough, it will terminate the process, otherwise, it will requests more parity bits
from the encoder. The request-decode process is repeated till a predefined fidelity
is reached. Reconstruction of the WZ frame is then carried out with the decoded
quantized source and SI.

Fig. 1 Illustration of a generic WZ video codec
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Note, when the dash-line marked transform modules are dropped from Fig. 1, it
turns into a pixel domain WZ video codec. When the feedback channel is removed,
it becomes an un-directional WZ video codec, which is suitable for low complexity
and low delay applications. In such a scenario, MCE based SI generation will be
more often used. In addition, mode decision as well as other functions can also be
added to the codec, which are not shown in the figure for clarity. Hash generation, SI
refinement and etc., which are covered in this paper, are also not shown in the figure.

3 MCE based decoder SI estimation

In MCE based methods, SI for the current WZ frame is estimated using two past
decoded frames X̂t−1 and X̂t−2. As the current WZ frame is not available, motion
field for the current WZ frame is deduced from those in the previous decoded frame,
X̂t−1, may it be a key frame or a WZ frame, assuming a linear motion model, and SI
for the current WZ frame is then obtained with the deduced motion vectors and X̂t−1

and/or X̂t−2. In [41], such an SI estimation method was proposed. In the method, X̂t−1

is first divided into m × m (with m being a constant and usually taking 8 or 16) blocks.
A motion vector is then searched in X̂t−2 using superposition of the blocks. Next,
motion field smoothing is performed by averaging all neighboring motion vectors
around a block. This helps remove outlier motion vectors. As there is no information
available for the current WZ frame, so a linear motion model has to be assumed,
pixels in X̂t−1 are projected to the current WZ frame using the motion field obtained
and the block based linear motion model. Figure 2 illustrates the projection process,
where a block in X̂t−1 centered at p, with a matched block in X̂t−2, centered at p′,
is forward projected in the current WZ frame. Finally, a post processing process is
carried out to handle multi-covered and uncovered pixels in the current WZ frame.
If a pixel is estimated by more than one pixel in the previous frame, an average of the
values is taken as the estimation for the pixel. All positions in the current WZ frame
which has no estimation are then filled with spatial extrapolation using pixel values
from left, up and up-left neighbors, by scanning the current WZ frame from top to
bottom and left to right. The extrapolation process is iterated till every pixel position
has estimation. As linear motion only holds for video sequences with slow motion,

Fig. 2 Motion estimation and
projection

P’

p
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this method can only give reasonable results for those kind of video sequences,
but it does have low delay. In [62], an autoregressive model is applied to improve
the SI quality in MCE based SI estimation. The motion vector, ut−1,t−2(k, l) is first
found for a block Bt−1(k, l) in X̂t−1 with reference to X̂t−2. Denote the matching
block by Bt−2(k̃, l̃). Assume each pixel in Bt−1(k, l) is approximated as a linear
combination of a square spatial neighborhood in block Bt−2(k̃, l̃), centered on the
corresponding pixel pointed by the motion vector ut−1,t−2(k, l). In other words, each
pixel in Bt−1(k, l) can be interpolated as

X̂t−1 (m, n) =
∑

−r≤(i, j )≤r

αi, j ·X̂t−2(m̃ + i, ñ + j ) + g(m, n) (1)

Here αi, j is the forward auto-regressive coefficient, and is assumed constant for all
pixels in block Bt−1(k, l), X̂t−1 (m, n) is the estimation for pixel located at (m, n) in the
previous frame, (m̃, ñ) represents the corresponding position in frame X̂t−2 pointed
by motion vector of Bt−1(k, l), and g(m, n) is the additive Gaussian noise. r is defined
to be the radius of the AR filter. The forward AR coefficient αi, j can be estimated
using the two previous frames and the motion vector for Bt−1(k, l) using least mean
square algorithm.

By assuming that Bt(k, l) and its co-located block Bt−1(k, l) has the same AR
coefficient, and same motion vector, Bt(k, l) can then be estimated with the AR
coefficient, the motion vector, and the previous frame.

In the method, another AR coefficient called backward AR coefficient is also
estimated from Bt−2(k̃, l̃) with respect to Bt−1(k, l). Another forward AR coefficient
is deduced from the backward AR coefficient, and the average of output of the two
AR estimation is taken as the SI for the current WZ frame.

As there are more than one pixels involved in the extrapolation of a pixel in the
current WZ frame, the method greatly improves the quality of SI. An improvement
of up to 3.5 dB in the quality of SI is reported compared with the previous method.

As already seen from preceding description, MCE based SI estimation methods
only use past temporal adjacent frames of a WZ frame, this makes such methods low
delay. On the other hand, as the motion vectors estimated with only past temporal
frames are less reliable, so MCE based SI estimation methods generally achieve only
poor performance.

4 MCI based decoder SI estimation

In MCI based methods, SI for the current WZ frame is estimated using one past and
one future frame which is already decoded. Different from MCE based methods, the
two frames in MCI based methods are generally key frames. To keep the correlation
as high as possible, a key-WZ-key frame structure is typically used. This structure
is very like the I (P)-B-I (P) structure in conventional video coding. The key to
MCI based SI estimation methods is how to determine the motion field between
the current WZ frame and the past and future reference frame. The methods in
this category can be differentiated by (1) the motion model used, and (2) the
motion estimation strategy. As in conventional video coding, block based transla-
tional motion model is mostly applied in MCI based SI estimation. Also found are
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pel-recursive based motion model, mesh based affine motion model, and higher
order motion model. 3D mesh based model is also considered in a paper. The
strategies applied for motion estimation include direct motion vector, bi-directional
direct motion vector; symmetric motion estimation, reliable motion estimation and
true motion estimation and so forth. The situation of MCI based SI estimation is also
very like that of frame rate up conversion in conventional video coding, which has
already been extensively explored, for example, [17, 29, 31, 54]. In the subsections
that follow, various MCI based SI estimation methods are reviewed according to
their applied motion model.

4.1 Block based translational motion

4.1.1 Direct motion

As in conventional video coding, a very simple SI estimation method [33, 34] is using
direct motion vectors, so they can be called direct motion vector based methods. In
the first configuration as illustrated in Fig. 3, for each block Bt(k, l) in the current
WZ frame, a motion vector ut+1,t−1(k, l) is searched for its co-located block Bt+1(k, l)
in the next decoded key frame X̂t+1 with reference to X̂t−1, the previous decoded key
frame. A forward motion vector ut,t−1(k, l), and a backward motion vector vt,t+1(k, l)
is calculated assuming constant motion.

ut,t−1 (k, l) = ut+1,t−1(k, l)
2

(2)

vt,t+1 (k, l) = −ut+1,t−1(k, l)
2

(3)

SI for a pixel in Bt(k, l) is calculated by averaging the two blocks directed by the two
motion vectors in the previous and the next decoded key frame, respectively.

The above process can also be carried out from frame X̂t−1 to X̂t+1, and results
in a so called bidirectional direct motion vector based method [33, 34]. The two
interpolated blocks resulted from each direction are averaged to get the SI for a
block in the current WZ frame.

Fig. 3 Illustration of direct
motion vector based SI
estimation
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4.1.2 MCTI

A very popular MCI based SI estimation method is proposed in [10]. It is called
Motion compensated temporal interpolation (MCTI), which includes the following
steps:

1. A motion vector is estimated for every block in X̂t+1with reference to X̂t−1

(forward motion estimation in the paper).
2. Using the trajectories of the motion vectors, a symmetric motion vector is

selected for each block in Yt, the SI for the current WZ frame Xt, by selecting
the one with intersection in Yt closest to the center of the block.

3. The symmetric motion vector is split into a forward motion vector, and a
backward one, assuming constant motion.

4. The two motion vectors are further refined in a small area, keeping symmetric
during this refinement process (called bi-directional motion estimation step in
the paper).

5. Vector median filtering is performed over the two motion vector fields, which
is called spatial smoothing of the motion vectors in the paper, to remove outlier
motion vectors.

6. Average the two motion compensated blocks in X̂t−1 and X̂t+1 to produce Yt (the
bi-directional motion compensation step in the paper).

MCTI is combined with a global motion estimation method in [4]. In the method,
global motion is estimated at the encoder using SIFT (scale invariant feature
transform) feature extraction, and a perspective motion model. The SI generated
with global motion compensation and MCTI is fused at the decoder. The SI is also
refined during the successive decoding process. However, feature extraction and
global motion estimation is computationally very complex, so this method loses the
low complexity encoder feature of a WZ video codec.

4.1.3 True motion estimation with 3DRS

Not like the situation in conventional video coding, where any block in the reference
frame which minimizes the sum of absolute difference (SAD) criterion can be taken
as the matched block for a block in the current frame of interest. In MCI, the
estimation of so called true motion is the key to obtaining the best interpolation
quality. Taking this into consideration, in [57], a 3DRS based true motion estimation
approach is applied for SI estimation. Like in block based motion estimation algo-
rithms (BMA), in 3DRS, the possible motion vector for a block in the current frame
is from a candidate set CSmax, in the reference frame, defined by

CSmax = {
c| − N ≤ cx ≤ N,−M ≤ cy ≤ M

}
(4)

where N and M are constants limiting search area. Contrary to conventional full
search BMA, which evaluates all possible candidate vectors in CSmax, the 3DRS
motion estimation method takes spatial and temporal prediction vectors (hence 3D),
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from a 3D neighborhood, and update prediction vectors, which is defined as
follows,

CS3DRS (x, t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

c ∈ CSmax
∣∣c0 = 0̄ ,

c1 = d
(
x − (W, H)T , t

)
,

c2 = d
(
x − (−W, H)T , t

)
,

c3 = d
(
x + 2(−W, H)T , t − 1

)
,

c4 = d
(
x + 2(W, H)T , t − 1

)

c5 = c1 + ua (x, t)
c6 = c2 + ub (x, t)

(5)

where W and H are the block width and height, respectively. ua (x, t) and ub (x, t) are
update vectors, and are taken from a limited update set U S (x, t).

U S (x, t) =
(±1

0

)
∪

(
0

±1

)
(6)

here d is the displacement of the block. For each set of candidates, 5 SAD of block
are calculated between the source frame and its corresponding block and the 4
neighbors of the corresponding block in the reference frame in one iteration. The
corresponding block will move to the location with minimum SAD in the reference
frame before the next iteration. The recursion converges when the block does not
move. After all branches converge, the displacement with the minimum SAD within
the branches is the motion vector of the block.

Besides the two update branches in the original 3DRS algorithm, the authors of
[57] also proposed to use other two inter-frame update recursions.

As 3DRS based motion estimation tends to find a motion field which is very close
to true motion, so the SI method in this paper, can achieve better rate-distortion
performance compared to other existing methods.

4.1.4 Variable size block based reliable motion estimation

A variable size block based motion estimation strategy is used in [7]. Starting from
8 × 8 blocks, four neighboring blocks will be merged into one 16 × 16 block if the
motion vectors in these blocks are in the same direction. The direction of a motion
vector is calculated as

θ = arctan
uy

ux
i f ux �= 0 (7)

Otherwise, θ is ±90◦ according to the sign of uy. Further, the motion vectors are
classified into 8 classes according to θ , there is an additional class for zero motion
vectors. Two motion vectors are said to be having the same direction if they are in the
same class. Four neighboring 16 × 16 blocks can further be merged into one 32 × 32
block if the motion vectors in these blocks are also in the same direction. After the
merging, a new motion vector is estimated for the merged block. Besides the merging
process, another splitting process is also carried out if no merging has been done
for a 8 × 8 block and its eight neighboring blocks, and the directions of the motion
vectors in the neighboring blocks are classified into more than four classes, the 8 × 8
block will be split to four 4 × 4 blocks. Again a new motion vector is estimated for
each 4 × 4 block. After the motion estimation process, bi-directional MCI is carried
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out using the motion vectors estimated, and the previous and the next decoded key
frame. With this method, the authors reported about 0.4 dB improvement in overall
WZ video codec performance over the one with fixed size 8 × 8 MCI.

Seeing that motion for area with little texture can not be reliably estimated, a
variable size block based motion estimation strategy, with no-texture and stationary
area detection is applied in [55]. In the method, Identification of no-texture area is
carried out based on the analysis of spatial intensity gradient, which indicates spatial
intensity variation. Before such areas are identified, the magnitude of the spatial
intensity gradient (also referred to as gradient for brevity) for every pixel in X̂t+1 is
computed with

G (x) = |Gx(x)| + |Gy(x)| (8)

where Gx(x) and Gy(x) are respectively the horizontal and vertical component of
gradient at pixel position x, computed by finite difference:

{
Gx (x) =X̂t+1

(
x′) −X̂t+1 (x)

Gx (x) =X̂t+1
(
x′′) −X̂t+1 (x)

(9)

here x′=(x+1, y) and x′′=(x, y + 1) are two neighbors of pixel position x. The
resulting pixel-by-pixel magnitude is stored in a buffer for the later identification
of no- texture blocks.

To determine whether a block B with size K × K (K × K can be 32 × 32, 16 × 16,
or 8 × 8) is no-texture or not, the mean, m0 and variance, σ 2

0 of the gradients within it
are computed. If σ 2

0 < Tnt with Tnt being a pre-specified threshold, B is classified as
no-texture. Otherwise, the pixels in B are divided into two groups, group 1 contains
pixels satisfying |G (x) − m0| < 2Tnt/3, group 2 contains the remaining pixels in the
block. The mean, m1and variance, σ 2

1 for group 2 are computed once again. If
σ 2

1 < Tnt holds, B is still classified as no-texture, otherwise, not.
Stationary area for the current WZ frame Xt is estimated by first computing the

frame difference between its two adjacent decoded key frames X̂t+1 and X̂t−1, di-
viding the difference frame into non-overlapping 4 × 4 blocks, and then determining
whether a 4 × 4 block is stationary or not based on SAD within it. The pixel-by-pixel
frame difference is computed by

F D (x) =X̂t+1 (x) −X̂t−1 (x) (10)

If
∑

x∈B |F D (x)| <Tst holds for a 4 × 4 block B, it is classified as stationary, other
wise not. Here Tst is another pre-specified threshold. For a block with size K × K
(K × K can be 32 × 32, 16 × 16, or 8 × 8), which is multiples of 4 × 4, if all 4 × 4
sub-blocks within it are classified as stationary, this block is taken as stationary,
otherwise, not.

The estimation of variable size block based motion from X̂t+1, with reference to
X̂t−1 is then carried out as follows. First frame X̂t+1 is divided into non-overlapping
32 × 32 blocks and a motion vector is estimated in the reference frame X̂t−1 for each
block. Then according to the estimated motion and whether it is a no-texture block,
a block may be further split into four 16 × 16 child blocks, and motion estimation is
conducted again on each 16 × 16 block. This process is repeated until further splitting
of a block is not necessary or the minimum block size 4 × 4 has been reached.
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The estimation of motion vector for a particular block B is conducted as follows.
First zero motion vector is examined. If the block is stationary classified using the
criterion described as above, a zero motion vector is assigned to block B, and
no further motion estimation is conducted to the block. Otherwise, the no-texture
identification process also described as above is next conducted for block B. If B is
not classified as no-texture, a motion vector for block B is estimated in the reference
frame X̂t−1 by searching for the minimum SAD within a large search window
[−M, M]. Otherwise, two cases are differently treated to estimate its motion. In
the first case in which B is of size 32 × 32, motion estimation is conducted as other
blocks which are not classified as no-texture. In the other case where B is of size
less than 32 × 32, then its motion vector is searched within a smaller search window
[−L, L].

In the block split process, if a block has a zero motion vector or it is classified
as no-texture, it is not split. For any other block, the average of the minimum SAD
per pixel in it, denoted by mMinSAD, is computed and compared with pre-specified
threshold Td, if mMinSAD < Td holds, then the motion vector estimated till now for
the block will be kept, and no further split is applied. Otherwise, it is divided into
smaller blocks and gone through further processing.

The approach in [55] also applies a different post processing of motion field, which
leads to even better SI quality.

After the above steps, every 4 × 4 block in the current WZ frame is assigned two
motion vectors assuming linear motion, and SI is obtained by averaging the two 4 × 4
blocks in X̂t−1 and X̂t+1 directed to by the motion vectors.

4.2 Pel-recursive motion

In [16], a pel-recursive motion based SI estimation method was proposed. Block
based motion estimation as those conducted in [10] is first carried out. With a
pel-recursive motion estimation algorithm derived from the Cafforio-Rocca (CR)
one [15], a dense motion vector field is then obtained. This is carried out in three
steps. First, using the two already estimated block based motion vector fields for
the current WZ frame, V and U, two pel-recursive motion vectors v(p), u(p) are
estimated for every pixel p in a block. When p is at the top left corner of the block,
the motion vectors estimated for the block, vB, uB (the motion vector of a block
B in motion vector field V and U, respectively) is used as an initialization for the
pixel. Otherwise, a weighted average of the left, up, and up-right neighboring vectors,
with different weights according to whether the neighbors are in the same block or
not. The initialization vectors are denoted by v(0)(p), u(0)(p) respectively. Second, a
motion vectors validation step is carried out. The motion compensated prediction
errors associated to v(0), u(0) to zero vector, and to vB, uB are computed, and the one
with the least error is chosen as the validated vector. As in the original CR algorithm,
a threshold is used to penalize the reset of an estimated vector. Finally, refinement
of the validated motion vectors v(1), u(1) is carried out, by adding a correction δv, δu,
and minimizing the following cost function

J (δv, δu) =
[
X̂t+1

(
p+v(1)+δv

) −X̂t−1
(
p+u(1)+δu.

)]2

+ λ1 δv
2 + λ2 δu

2 (11)
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As in the original algorithm, δv and δu can be determined using a first order expansion
of X̂t+1 and X̂t−1, respectively. The steps are repeated till no pixels are updated or a
pre-specified amount of loops have been run.

Using the above algorithm, the authors reported an improvement of up to 0.6 dB
in the quality of SI, but miner improvement in the overall WZ video codec is
observed.

In [26], pel-recursive motion is estimated with a different approach, and the
interpolated frame using the pel-recursive motion and another one using OBMC [25]
are both used in a multi-hypothesis WZ decoder.

4.3 Affine motion

Based on an affine motion model, a triangular mesh based SI estimation method was
proposed in [28]. A regular triangular mesh is first constructed in the decoded key
frame X̂t+1. The motion of each triangle vertex (dx j, dy j), j= 0, 1, . . . ,N−1, N is the
number of vertices, is then estimated by minimizing the sum of squared error (MSE),

MSE =
∑

s∈�1,s+u(s)∈�2

[
X̂t−1 (s) −X̂t+1(s + u (s))

]2
(12)

where s is a point in a frame, u (s) = (dx (s) , dy (s)) is the displacement of point s,
� defines the support for estimation. For triangle mesh, the displacement of every
point s within a triangle T is calculated through the displacements of its vertices, by

{
dx (s) = ∑

j∈T w j (s) dx j

dy (s) = ∑
j∈T w j (s) dy j

(13)

where w j (s) are the weights. The SI is finally obtained using linear interpolation of
X̂t−1 and X̂t+1 along motion trajectories at each pixel assuming that motion is uniform
in the time period.

Observing that mesh based motion model is only effective to area where motion
fields varies smoothly, and is not effective to complicated motion, and object
boundaries, so a hybrid interpolation is adopted in the paper. Specifically, a block
based motion is also estimated from X̂t+1 to X̂t−1, and interpolation for every pixel
in the current WZ frame is selected by computing the MSE in a small window
around the pixel as in the motion estimation process, and if mesh based interpolation
gives smaller MSE, then the pixel is interpolated by mesh based interpolation,
otherwise, by block based interpolation, or vice versa. With this strategy, an up to
1dB performance gain with respect to block-based SI estimation methods is reported.

4.4 Higher order motion

Taking into consideration the acceleration of motion between adjacent frames in
a video sequence, in [42] a high order motion interpolation (HOMI) based SI
estimation method is proposed. Instead of using two adjacent key frames, this
method uses four already decoded key frames X̂t−3 X̂t−1 X̂t+1, and X̂t+3 for SI
estimation of the current WZ frame Xt. Assume Bt(p) be a block in the current
WZ frame centered on p, the two motion vectors for Bt(p) directed to X̂t−1 and
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X̂t+1 be u(p), and v(p), respectively. Denote p+u(p) by p′, p+v(p)by p′′, respectively.
Let Bt−1(p′) and Bt+1(p′′) be the two blocks directed by the two motion vectors
respectively. A motion vector is searched for Bt−1(p′) in X̂t−3, and is denoted by
ũ(p), minimizing the following matching criterion:

∑
q

∣∣Bt−1
(
p′) − Bt−3

(
p′ + q

)∣∣ + λ
∥∥ũ

(
p
) − 3u(p)

∥∥ (14)

In the equation, λ is a constant, use of the second term is to penalize too large
deviations from the linear model. Similarly, a motion vector ṽ(p) is searched for
Bt+1(p′′) in X̂t+3. Next, with the four locations p+u(p), p+ũ(p), p+v(p) and p+̃v(p),
piecewise cubic Hermite interpolation is employed to determine a new location,
name it p̂ in the current WZ frame Xt. The last step of this method consists in choos-
ing the interpolated trajectory passing closest to the block center and in assigning the
associated vector to the position p, and the new motion vectors now directed to X̂t−1

and X̂t+1 are û(p) = u(p)+p−p̂ and v̂(p) = v(p)+p−p̂, respectively.
With this method, an improvement of up to 0.5 dB in PSNR in SI quality is

achieved.

4.5 3D model-based motion

Targeting video conferencing applications, in [9], 3D face model is used in the
decoder SI estimation for head and shoulder video sequences. Here, by warping the
3D face model to the previous and next decoded key frame, the parameters of the 3D
face model in the two frames are obtained, these parameters are then interpolated to
get the model parameters of the 3D face in the current WZ frame. A further texturing
mapping process which takes textures from the previous and the next decoded key
frame and maps them onto the 3D face model for the current WZ frame is carried
out, and the SI for the foreground object of the current WZ frame is generated. For
the background area in the current WZ frame, block based MCI is used to generate
the SI. Motion refinement with the successive decoding process proposed in [8] is
also adopted in the scheme. A 0.5 dB to 0.75 dB improvement in PSNR compared to
other state of the art WZ video coding schemes is reported.

5 Hash based decoder SI generation

In hash based decoder SI generation, SI is estimated in a way very like the motion
compensated prediction in conventional video coding. Different from conventional
video coding, in WZ video coding, current frame is not available when this process
takes place. To make motion estimation still possible, some information about the
current frame should be available at the decoder. To achieve this, parity bits, whether
they are produced during the normal WZ encoding process, or they are specially
generated soly for estimation of motion at the decoder side, are the first resource
which can be utilized at the decoder side. This usually leads to joint SI estimation
and WZ decoding, as will be seen clearly in the methods that follow. Hash codes
generated at the encoder, which can be interpreted as a signature of pixels in the
current WZ frame, are the second resource for this purpose. To ease the review,
methods in this section are classified into explicit and implict hash based ones.
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5.1 Explicit hash

5.1.1 Parity bits as hash

PRISM [46, 47], a very famous WZ video coding framework in this field, is the first
to our knowledge which uses parity bits as hash. In PRISM, frames are grouped in
GOPs, as in conventional video coding. The first frame in a GOP is intra encoded
with a conventional video coder. The other frames in the GOP are WZ encoded.
Each of these frames is divided into 8 × 8 blocks. A mode is then determined for
the block according to SSE (sum of squared error) calculated with the block and its
co-located block in the previous frame. A block can take one of the 3 classes, SKIP,
INTRA, and INTER. If the block is classified as INTRA mode, it is encoded the same
way as the first frame in the GOP using a conventional video coder. A SKIP block is
not coded. An INTER block is further classified into 16 sub-classes, using a uniform
quantizer of 16 levels applied to the SSE already calculated. The mode of a block and
the sub-classes for an INTER block are all encoded and sent to the decoder. Each
INTER block is then transformed with a 8 × 8 DCT, and quantized with a uniform
quantizer. The quantized DC and the first 14 quantized AC coefficients in the Zigzag
scanning order are syndrome encoded, the remaining AC coefficients are encoded
with run length coding and Huffman coding. A 16bit CRC is also calculated for the
15 syndrome encoded quantized coefficients, which is used in the motion estimation
process at the decoder side for SI generation.

At the decoder, an intra frame and INTRA blocks in an INTER frame are decoded
the same way as in conventional video coding. A SKIP block is reconstructed from
its co-located block in a previous reconstructed frame. For an INTER block, a half
pixel motion estimation is conducted to search for a matching block. The reference
is the previous decoded frame, and the search window is centered at the zero motion
vector in the reference window. At each point in the search window, the candidate
matching block is transformed by DCT, and the first 15 transform coefficients,
along with the syndrome for the block to be decoded are fed to a channel decoder.
The decoder output and the 15 DCT coefficients of the candidate block are used
again to recover the 15 quantized coefficients. 16-bit CRC is then generated for
the recovered quantized coefficients, and is compared with the CRC transmitted
by the encoder. If the CRCs match, the motion search terminates, otherwise, the
motion search continues using the next candidate block in the search window, and
the process repeats. If the motion search fails to find a match for an INTER block,
error concealment of the block is conducted. For a successfully decoded block,
reconstruction is then carried out.

It can be clearly seen from the above process, the auxiliary CRC used in PRISM
makes motion estimation at the decoder side feasible, however, a 16 bits per 8 × 8
block is a very heavy overhead in the method. In addition, though the parity bits
in PRISM is soly for motion estimation at the decoder side to generate SI, they are
never called hash codes in PRISM.

5.1.2 Other hash codes

A method that explicitly uses hash codes is first proposed in [1] to realize a low
latency WZ video codec. In the method, frames are also grouped in GOPs. The
first frame in a GOP is intra encoded with a conventional video coder. The other
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frames in the GOP are WZ encoded. Each frame is first block DCT transformed
and the DCT coefficients are then quantized with a uniform quantizer. The lower
frequency coefficients in all blocks of a frame are then grouped into coefficient
bands. The coefficient bands are encoded using a rate compatible punctured turbo
code based SW encoder, by first extracting bit planes of each coefficient band, and
then fed the bit plane to the SW encoder one after another. The higher frequency
coefficients in a block are taken as hash code word for the block, and are entropy
encoded. To save bits, the encoder also stores for the previous frame the quantized
higher frequency coefficients, and the distance between the coefficients of a block in
the current frame and those of its co-located block in the store is calculated. Hash
code word is only sent for those blocks with distance greater than a pre-specified
threshold.

At the decoder, if no hash code word has been sent for a block, its co-located block
in the previous frame is taken as SI. For all other blocks, reconstruction of the blocks
using the higher frequency coefficients is conducted, and motion search is carried out
using the reconstructed block as source and the previous decoded frame as reference.
The matched block is then taken as SI for the block, and channel decoding of the
low frequency coefficients is then carried out. Due to lack of information of the
current frame, this method is only effective for sequences with low motion activity
and achieves poor performance for sequences with high motion activity.

Use of the lower frequency DCT coefficients as hash code word is proposed by
the same authors in another paper [2].

To mitigate the drawbacks of the previous method, an adaptive hash based
approach is proposed in [12]. Here, DC and some low frequency AC coefficients in
zigzag scanning order are selected as hash code word for a block. The coefficients are
also quantized before encoding and being sent to the decoder. An adaptive method
is also designed, which selects different number of low frequency coefficients as
hash code word for different blocks of a frame to achieve optimal rate-distortion
performance, according to the quantization step size, and the energy distribution of
the DCT coefficients.

In [19] and a following work [21], the b most significant bit planes of a WZ frame,
which are entropy coded, are sent to the decoder and are used as hash information
for decoder SI generation.

To get reliable motion with only the partially reconstructed WZ frame from only
the b most significant bit planes, overlapped block motion estimation (OBME)
strategy is employed. Specifically, a WZ frame is divided into overlapping spatial
blocks B of size K × K, with overlap ε where 1 ≤ ε ≤ B. The best match of each such
block is searched in the two already decoded adjacent key frames using a matching
criterion that minimizes the pixel error ratio (PER) on the b most significant bit
planes between a current block B and a candidate match R in the reference frame.

After OBME, each pixel x in the WZ frame corresponds to a number of over-
lapping blocks Bi, each of which is linked with their best matching block Ri in
one of the key frames. The co-located pixels in Bi form candidate predictor set
T = {ψ0, ψ1, · · · , ψK−1}. Pixels in T are weight averaged to get the SI for x. The
authors proposed three different methods to determine the weights in calculating y
for x.

Targeting low complexity medical applications, In [20], a down-sampled WZ
frame, which is intra coded with a conventional codec, is taken as hash.
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At the decoder side, OBME as in [19, 21] is carried out for blocks in the decoded
and up-sampled hash frame, with reference to a past and a future key frame. SI is
then generated by multi-hypothesis motion compensated prediction. By averaging
the matched blocks found in OBME. Considerations are made to not include blocks
in this process which have a large SAD. For such blocks, their co-located blocks in
up-sampled hash frame is used.

There are also other efforts on hash based decoder SI generation. For example, in
[30], hash for a block is generated through different methods, specifically spatial sub-
sampling, low frequency DCT coefficients, DCT thresholding, and edge detection,
and their performance is evaluated. In [35], two hash codes for decoder SI gener-
ation was proposed, one uses N-queen spatial sub-sampling, the other uses DCT
coefficients. Also in [18], three approaches, namely, down sampling, DCT-based and
feature-based hash codes on the motion estimation accuracy at the decoder side was
evaluated. Anbu and Zymnis [6] also proposed using low frequency DCT coefficients
as hash code word.

In [51], theoretical modeling of hash based SI generation at the decoder side is
proposed. It assumes that only translational motion exists in consecutive frames of a
video sequence, and the high frequency DCT coefficients hash code word used in
[1] can be approximated by filtering the original video frame with an ideal band
pass filter in frequency domain. Using a power spectral density (PSD) tool and
based on the results obtained in [48], the rate-distortion performance of hash based
SI generation at the decoder side is analyzed. And the results show that, at low
rates, due to there is not enough information of the current frame, reliable motion
estimation could not be achieved. At medium to high rates, hash based methods can
be as accurate as those used in conventional encoder SI estimation.

5.2 Implicit hash

As can be seen from the preceding paragraphs, MCE and MCI based decoder SI
generation methods can not work well, due to the lack of information of the current
frame to be decoded, and if motion between two frames is not linear as supposed in
the two kinds of methods. For explicit hash codes based methods, they are effective
only when enough information on the current frame is available, which results in
much overhead and a degradation in rate-distortion performance. The CRC based
joint decoder SI generation and decoding, as in the PRISM framework, though
it causes much overhead, it provides some insight for this problem: To achieve
good performance, decoder SI generation and decoding should be carried out in an
iterative way. Working on a block by block basis, there is no connection between
blocks in PRISM, so a block can be decoded without any information of its adjacent
blocks. This makes joint decoder SI generation and decoding feasible with only
moderate computational complexity. For other popular WZ video frameworks based
on turbo codes [3], or LDPC codes [52], as they typically work on bit planes of a
whole frame, a joint decoder SI generation and decoding approach is not feasible
any more, as even when block based translational motion model is employed, a run
for decoder SI generation and decoding takes a huge amount of computation. In
the [63] the authors proposed a joint decoder SI generation and decoding methods,
by ignoring the performance loss of turbo codes and working on a block by block
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basis. Specifically, they used turbo codes to channel encode transform coefficients
of a block, and joint SI generation and decoding is carried out at the decoder side.
To tackle the joint SI generation and decoding problem when channel codes work
on a whole frame, Varodayan et al. [53] proposed an unsupervised decoder motion
learning method, where no explicit motion is estimated, instead a block is predicted
by all possible blocks in the search window of the reference frame with a probability
as weight. An Expectation Maximization (EM) based strategy is applied in the joint
decoder SI generation and decoding process. Basically it works as follows.

Suppose U be the motion field between Xt and Xt−1, and the residual of Xt with
respect to motion compensated Xt−1 is treated as independent Laplacian noise Z .

The a posteriori probability distribution of source Xt at the decoder based on
parameter θ is

Papp {Xt} ≡ P {Xt; θ} =
∏

i, j

θ(i, j, Xt (i, j )) (15)

where θ (i, j, w) = Papp {Xt (i, j ) = w} defines a soft estimate of Xt (i, j ) over possible
luminance values w ∈ {0, . . . , 2b − 1}, with b being bits per pixel of the video, (i, j ),
the pixel position.

The aim of the decoder is to estimate the a posteriori probability distribution of
the motion U,

Papp {U} ≡ P
{

U
∣∣∣X̂t−1, S; θ

}
∝ P {U} P

{
X̂t−1S |M; θ

}
(16)

The second step of the above equation follows by Bayes’ Law. Note, we have changed
from Xt−1 to X̂t−1, as at the decoder, only X̂t−1, the decoder reconstruction of the
source Xt−1 is available. P{U|X̂t−1, S; θ} in the above equation is the probability of
observing motion U given that it relates Xt (as parameterized by θ) to X̂t−1, and also
given S the syndrome.

In the E-step of the EM algorithm applied in the method, the motion field
distribution U is updated with reference to the source model parameters by (before
re-normalization):

P(n)
app {U} := P(n−1)

app {U} P
{

X̂t−1, S
∣∣U; θ(n−1)

}
(17)

To simplify this operation, in [53], the syndrome S is ignored in this step, and the
motion field is approximated by a block-by-block motion vectors u(k, l). For a block
θ(n−1)(k, l) with top left pixel located at (k, l), the distribution on u(k, l) is updated by
(before re-normalization):

P(n)
app {u (k, l)} := P(n−1)

app {u (k, l)} P
{

X̂t−1 ((k, l) + u (k, l))
∣∣u (k, l) ; θ(n−1) (k, l)

}
(18)

where X̂t−1 ((k, l) + u (k, l)) is the m-by-m block of X̂t−1 with top left pixel at ( (k, l) +
u(k, l)). P{X̂t−1 ((k, l) + u (k, l)) |u (k, l) ; θ(n−1) (k, l)} is the probability of observing
X̂t−1((k, l) + u(k, l)) given that it was generated through vector u(k, l)from Xt(k, l)
as parameterized by θ(n−1)(k, l).
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In the M-step of the method, the soft estimate θ is updated by maximizing the
likelihood of Xt−1 and syndrome S.

θ(n) : = arg max



P {Xt−1, S;
} = arg max



∑
u

P (n)
app {U = u} P {Xt−1, S |U = u; 
 }

(19)

where 
 denotes, the summation is over all configurations u of the motion field. As
true maximization is intractable, so in [53], it is approximated by generating soft SI
ψ(n) , followed by an iteration of channel decoding to yield θ(n).

The probability that the soft SI has a value w at pixel (i, j ) ψ(n)(i, j, w) is
determined by

ψ(n) (i, j, w) =
∑

u

P(n)
app {U = u} P{Xt (i, j ) = w|U = u, X̂t−1}

=
∑

u

P(n)
app pz

(
w − X̃u (i, j )

)
(20)

where pz(Z ) is the probability mass function of the independent additive noise
Z , and X̃uis the previous reconstructed frame compensated through motion
configuration u.

The calculated ψ(n) is then used in the channel decoding and soft reconstruction
of Xt, θ(n), as already described above.

The EM process is initialized by P(0)
app {u(k, l)}, determined by experiments and

takes the following form in the paper,

P(0)
app {u(k, l)} :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(
3

4

)2

i f u(k, l) = (0, 0)

3

4
· 1

80
i f u(k, l) = (0, ∗) , (∗, 0)

(
1

80

)2

otherwise

(21)

The key idea of this approach is that, an explicit motion field is not estimated,
instead only the probability distribution that a block with top left pixel located at
(k, l) which has a motion vector u(k, l) is estimated.

The idea of soft SI proposed in the previous approach is combined with MCI based
SI estimation in [40] to improve the performance of a WZ video codec.

6 Decoder SI refinement

As in most popular WZ video frameworks, quantized pixels or transform coefficients
of a frame are encoded bit plane after bit plane. Decoding is carried out hence in the
same order. After one or more bit planes are decoded, they can be used to recon-
struct the current frame, even though it is a coarse one. The coarse reconstruction
contains very important information of the frame being decoded, and can be used to
refine the SI estimated by any methods we have reviewed in previous sections. The
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refined SI is used for the decoding of the bit plane that follows. This decode-refine-
decode process can be repeated till all the bit planes are decoded. In this section, we
will review typical decoder SI refinement methods in WZ video coding.

The first decoder SI refinement was proposed in [8], which is called motion
compensated restoration (MCR). Firstly, SI estimated by standard MCI is used for
channel decoding and reconstructing a WZ frame, which is called partially decoded
picture in the paper. Secondly, a second MCI, called MCR is executed, which takes
the partially decoded picture as source, and the previous and next adjacent decoded
key frame as well as SI estimated in MCI as reference, and then a best match is found
for every aligned block in the partially decoded block in previous decoded key frame,
next decoded key frame, and the motion compensated average of the past and the
future frame, and the result from MCI. Finally, decoder reconstruction is built again
using the refined SI. This process is iterated till no further obvious improvement
is observed. Although only a minor improvement of about 0.15 dB for a variety of
sequences is achieved by the method, to the best of our knowledge, this is the first of
this kind of methods in the literature.

A similar SI refinement method was proposed in [11], for pixel domain DVC.
It differs from [8] in that, only blocks with error bigger than a threshold, which is
computed by the reconstructed block with respect to its co-located block in SI, is
refined, and a different matching criterion and strategy for searching matching blocks
is employed.

A similar SI refinement method as the one in [8, 11] was independently proposed
in [32].

An SI refinement scheme for transform domain WZ video coding was proposed
in [27]. In the approach, a WZ frame is divided into regular blocks, and each block
is encoded and decoded independently. The transform coefficients in a block is
further divided into groups (called groups of coefficients-GOC, see Fig. 4), and are
transmitted and decoded in stages, one GOC a stage. At the first stage, the first
GOC is transmitted, as at this stage no coefficients for the current frame have been
received. SI is simply the co-located block in the previous frame. After decoding of
the first GOC, SI is estimated with the decoded GOC as source and the previously
decoded frame as reference. At a later stage, the GOC is decoded with the SI
estimated in a previous stage. Again, after decoding, motion estimation is carried
out to get better SI for the decoding and reconstruction of other GOCs. The authors
reported that, for better SI refinement, and hence better overall rate-distortion
performance, a high-to-low-frequency GOC ordering is better than a low-to-high-
frequency GOC ordering, with about 1dB improvement in PSNR.

A similar SI refinement approach as the one described in the preceding paragraph
was proposed for transform domain WZ video coding [14]. In which, after DC
coefficient band is decoded, DME is carried out, with DC in each block of the current
WZ frame as source, and the previous and next adjacent decoded key frame as
reference. Full search block matching is applied. To achieve this, a possible matching
block is first transformed with DCT, and then SAD is calculated with the DCs in
both blocks. After motion estimation, forward, backward, and bi-directional motion
compensation is carried out. With the three possible SI, and the original SI obtained
by MCI, the best SI is selected block by block by choosing the block which results in
least SAD calculated with the DCs in a block. The refined SI is used for decoding of
all the AC coefficient bands.
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Fig. 4 Arrangement of GOCs

In another paper [13], the same authors extended the scheme to also AC
coefficients bands, and proposed another iterative SI refinement scheme. In this
scheme, when DC band is decoded, the same SI refinement process as that in [3]
is carried out. With newly refined SI other AC coefficients bands are then decoded.
Next, with the newly decoded AC coefficients bands, the already decoded DC band
and SI, a partial WZ frame is reconstructed. Now motion estimation is performed
again with the partial WZ frame as source, and the two adjacent already decoded key
frames as reference. After motion estimation, best prediction is chosen again from
backward, forward, bi-directional, and previous SI, using SAD as a measure. With
the newly refined SI, another AC coefficients band is then decoded. This process is
repeated till all coefficients bands are decoded.

Yet another decoder SI refinement approach for the transform domain DVC
was proposed in [39]. It comprises three modules: block selection for refinement,
candidate blocks searching, and new SI creation. In the approach, DC coefficient
band is decoded with an initial SI Y estimated by MCI using the previous and the
next adjacent decoded key frames. For any AC coefficient band, it is decoded after
the SI refinement is performed, and hence, its SI may come from the initial estimation
Y, or from the output of the SI refinement process Yr.

Before an AC coefficient band b is to be decoded, reconstruction of the current
WZ frame is carried out, with the so far decoded b − 1 bands, and results in Rb−1

n for
a 4 × 4 block n. In the reconstruction, the not yet decoded coefficient bands are filled
from the initial SI. Next, for each 4 × 4 block n, and band b , the sum of squared errors
(SSE) εb

n (0) is computed between Rb−1
n and the co-located block Yn in the initial SI.

Only if εb
n (0) is bigger than a predefined threshold which is 100 in the paper, should

the block be selected for further processing.

(2015) 74:1 –1777 803Multimed Tools Appl 1795



The next step of the approach is to find a best match for a block n selected in
the previous step. This is carried out with a 9 × 9 search window, centered on the
central position of the block under processing, in the initial SI. Again SSE is used as
a matching criterion, and this process will results in 80 SSEs, besides εb

n (0), denoted
by εb

n (k) with k = 1, 2, . . . , 80. Only if a candidate block satisfies εb
n (k) < εb

n (0) · P,
should the block is considered. P is a constant in the equation and takes a value
0.2 in the paper. For a block which does not even have one candidate satisfying the
equation, it is dropped without further processing.

The creation of new SI module is now executed, which simply takes all candidate
blocks found in the previous step, and compute a weighted average over them to
generate the refined SI Yr

n,

Yr
n =

∫
k

(
Yk

n · 1
εb

n (k)

)

∫
k

1
εb

n (k)

(22)

where Yk
n is a candidate block found in the previous step.

In a mixed resolution WZ video coding framework [38], where B or some P frames
between I and/or P frames in the conventional video coding technology like H.264
are treated as WZ frames. A WZ frame is first decimated by a factor of 2n × 2n

(n is an integer) to get a low resolution (LR) frame. The LR current frame is then
encoded with reference to other encoder reconstructed I or P frames which are
also decimated, using a conventional encoding method. The residual signal that is
computed between the original current frame and the decoded LR current frame
after interpolation to get the same spatial resolution as other frames, is transformed,
quantized and then WZ coded with a coset code based SW coder. At the decoder,
with the interpolated LR reconstructed current frame denoted by F0, and other
already decoded frames in the frame store denoted by FS, SI estimation for the
residual of the current frame and the decoding of the residual process is iterated
as follows,

F HR
i = SS(Fi, FS) (23)

Fi+1 = DW Z
(
F HR

i − F0, b W Z
) + F0 (24)

where i = 0, 1, . . . , N − 1 are the iterations, SS(F, FS) denotes the operation to yield
a high resolution version F HR of F based on FS, and DW Z (RF, b W Z ) is the WZ
decoding operation yielding a corrected version of the residual frame based on a
noise version RF using the WZ bit stream b W Z . With this iterative residual SI
estimation-decoding process better decoder reconstruction is obtained.

Using a similar codec configuration as the one presented in [41], and working
in pixel domain, Adikari et al. [5] proposed a SI refinement method for WZ video
coding. In the method, the SI for the highest bit plane is estimated with MCI. Once
a bit plane is decoded, motion estimation is carried out with the already decoded
bit plane(s) as source, and corresponding bit planes of the pixels in the previous
decoded frame as reference. Both luminance and chrominance component are used
in the motion estimation process. The new motion compensated SI obtained in such
a manner will be used for the decoding of other lower bit planes. This process is
repeated till all bit planes are decoded and the decoder reconstruction is built. The
authors reported up to 3dB improvement in PSNR compared with the one in [41].
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In [56], another SI refinement method was proposed. In the method, an initial SI
is produced with MCE as in [41]. The initial SI is then interleaved and sent directly to
an error estimation process, which treats 10 pixels as a block. If the error estimation
results for a block is above a predefined threshold, all pixels in the block are flagged.
Next the frame is de-interleaved, this makes the flagged pixel bursts to scatter. A
temporal or spatial prediction algorithm is then utilized to re-fill the flagged pixels in
the frame. The flag-filled output frame is then interleaved again and enters the next
iteration of error estimation followed by flagging and prediction based flag-filling.
This process is repeated several times. The use of spatial prediction and temporal
prediction is alternated during the process with spatial prediction as initial step. The
resulted SI is then fed to channel code based SW decoder for the decoding of the
current frame.

For a WZ video coding system with a GOP size larger than 2, the quality of the
SI estimated by MCI or the kind will be degraded as the temporal distance of a WZ
frame to a key frame is now not 1 any more. For example, with Fig. 5, GOP size is
4, WZ frame Xt−1 has a distance of 3 to key frame X̂t+2, Xt has a distance of 2 to
both key frames X̂t−2 and X̂t+2, respectively, while Xt+1 has a distance of 3 to key
frame X̂t−2. In such a situation, MCI will not be as effective as when GOP size is
2, and a pyramid decoding structure is desirable. That is, Xt is first decoded, with
X̂t−2 and X̂t+2, for SI estimation, and then Xt−1 is decoded with X̂t−2 and X̂t, the
reconstruction of Xt, for SI estimation. Xt+1 is decoded in a similar manner. In such
a case, the quality of the SI for Xt should be worse than that for Xt−1 and Xt+1 due to
larger temporal distance from the already decoded key (WZ) frames. To cope with
this, an SI refinement approach was proposed in [43] to the central frame in a GOP,
i.e. the frame Xt when GOP size is 4 as illustrated in Fig. 5. It is carried out after the
whole GOP is decoded, and then HOMI [42] is applied to estimate a better SI for Xt,
another round of SW decoding with parity bits in the original decoding process, and
the new SI and reconstruction is followed. With this approach, an improvement of
up to about 2.7 dB in the SI quality is obtained, and up to 0.7 dB in decoded frames
as well as a bit rate reduction of up to 15 % is obtained.

In [36, 37], a decoder side multi-resolution motion refinement (MRMR) scheme
was proposed, where the decoder uses the already decoded lower resolution data
to refine the motion estimation, which in turn greatly improves the SI quality as
well as the coding efficiency for the higher resolution data. Theoretical analysis is

Fig. 5 Pyramid coding
structure − − + +
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given in the paper to show that the scheme is feasible. A practical WZ video codec
implementation with MRMR is also presented in the paper.

7 Conclusion and possible research directions

In this paper, we have reviewed various decoder SI generation methods in WZ video
coding. Specifically, MCE based, MCI based and hash based methods. We have also
reviewed SI refinement in WZ video coding. As can be seen from the description, for
MCE based methods, with only previous temporal information of the current frame
available, only limited performance can be achieved, even though this results in a
similar coding structure as in conventional video coding. For MCI based methods, as
both previous and future temporal information are available when SI is generated,
so this kind of methods can get better SI quality than MCE based ones. But this is
based on the condition that the temporal distance between two key frames is not
very far. This also limits the performance of such WZ video codec. In addition, a
coding structure of MCI based methods is very similar with the B frame coding in
conventional video coding, so MCI based methods will cause further delay. Explicit
hash based approaches are very similar with MCE based ones, with low complexity
and low delay, and also similar performance. Note that there is an overhead for such
approaches, as the main purpose of hash codes is for decoder SI generation. For these
methods to achieve better SI quality, more hash code words have to be sent which
will result in heavy overhad. Implicit hash based methods avoid the overhead of its
counterpart, but they are computally very complex.

From the review, we can see that, in MCI based SI generation, better quality SI
requires more accurate motion model for the underlying video content, and basically
translational motion model is only effective for slow motion. When some information
about the current WZ frame is available at the decoder side, as in the hash based
decoder SI generation scenario, how to reliably estimate motion for a WZ frame
with reference to previously decoded key or WZ frame is critical for good SI. In joint
decoding and SI generation approaches, the difficulty lies in estimating block based
or dense motion using parity bits for a whole frame. As a result, Researches on more
accurate motion model, motion estimation with only partial information, and how to
estimate local motion from parity bits for a whole frame are all possible topics which
can be pursued in the future.
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