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Abstract A new reversible watermark scheme based on multiple prediction modes
and adaptive watermark embedding is presented. Six prediction modes fully ex-
ploiting strong correlation between any pixel and its surrounding pixels, are de-
signed in this paper. Under any prediction mode, each to-be-predicted pixel must
be surrounded by several pixels (they constitute a local neighborhood, and any
modification to this neighborhood is not allowed in the embedding process). This
neighborhood has three main applications. The first one is that when it is exploited
to interpolate some to-be-predicted pixel, the noticeable improvement in prediction
accuracy is obtained. The second one is that its variance is employed to determine
which classification (i.e., smooth or complex set) its surrounded pixel belongs to. For
any to-be-predicted pixel, the number of embedded bits is adaptively determined
according to this pixel’s belonging. The last one is that we can accurately evaluate
the classification of watermarked pixels by analyzing the local complexity of their
corresponding neighborhoods on the decoding side. Therefore, the payload can
be largely increased as each to-be-predicted pixel in the smooth set can possibly
carry more than 1 bit. Meanwhile, the embedding distortion is greatly controlled
by embedding more bits into pixels belonging to smooth set and fewer bits into the
others in complex set. Experimental results reveal the proposed method is effective.
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1 Introduction

In some applications, such as the fields of law enforcement, medical and military
image system, any permanent distortion induced to the host images by data water-
marking techniques is intolerable. In such cases, the original image is required to be
recovered without any distortion after extraction of the embedded watermark. The
watermarking techniques satisfying these requirements are referred to as reversible
(or lossless) watermarking.

A considerable amount of research on reversible watermarking has been done
over the last several years since the concept of reversible watermarking firstly
appeared in the patent owned by Eastman Kodak [4]. In paper [12], reversible
watermarking (RW) is classified into the following three categories: 1) fragile
authentication 2) high embedding capacity and 3) semi-fragile authentication. The
first two categories of RW are actually a special subset of fragile watermarking,
namely, they cannot resist any attacks. From the literature up to today, it is observed
that most of the RW scheme is grouped into the second category. Here, we provide
a list containing multiple high-capacity RW schemes [1, 2, 8, 10, 13, 14, 16–20] which
account for only part of the most representative ones over the last a few years.

RW based on difference expansion was first proposed by Tian [13]. Difference
(between a pair of neighboring pixels) was shifted left by one unit to create a
vacant least significant bit (LSB), and 1-bit watermark was appended to this LSB.
This method was called Difference Expansion (DE). Alattar [1] generalized the DE
technique by taking a set containing multiple pixels rather than a pair. Coltuc et al.
proposed a threshold-controlled embedding scheme based on an integer transform
for pairs of pixels [2]. In Thodi’s work [14], histogram shifting was incorporated
into Tian’s method to produce a new algorithm called Alg. D2 with a overflow
map. Weng et al. proposed an integer transform based on invariability of the sum
of pixel pairs [19]. Weng et al. also proposed a new integer transform, and the
embedding rate can approach to 1 bpp (bit per pixel) for a single embedding layer by
overlapped pairing [18]. In Wang et al.’s method [17], a generalized integer transform
and a payload-dependent location map were constructed to extend the DE technique
to the pixel blocks of arbitrary length. Feng et al. presented a new reversible
data hiding algorithm based on integer transform (proposed by [16]) and adaptive
embedding [10]. Luo et al. first introduced an interpolation technique into RW
to obtain the prediction-errors, which increased prediction-accuracy by using full-
enclosing pixels to predict the current pixel [8]. In Li et al.’s method [7], an efficient
reversible watermarking scheme was proposed by incorporating in prediction-error
expansion two new strategies, namely, adaptive embedding and pixel selection. Wu
et al. proposed reversible image watermarking on prediction errors by efficient
histogram modification [20].

Besides, the third class (namely semi-fragile RW scheme) only constitutes a very
small part of the literature. Up to today, there exist four RW schemes [3, 9, 15, 22]
which have certain robustness against JPEG lossy compression. In a word, the
number of the RW schemes capable of resisting attacks is very small, and these
schemes are less resistant to the other attacks except JPEG lossy compression.
Therefore, in RW, the watermark is not able to survive various types of attacks.
However, in copyright protect, the watermark must be able to effectively resist
common image attacks, such as low pass filtering or JPEG compression. In order



Multimed Tools Appl (2014) 72:3063–3083 3065

to achieve copyright protection, Lin et al. proposed a blind watermarking algorithm
based on the significant difference of wavelet coefficient quantization in 2008 [5]. Lin
et al.’s method is quite effective against JPEG compression, low-pass filtering, and
Gaussian noise, and the PSNR (peak signal-to-noise ratio) value of a watermarked
image is greater than 40 dB. In the following year, Lin et al. proposed a wavelet-
tree-based watermarking method using distance vector of binary cluster for copyright
protection [6]. Rosiyadi et al. proposed an efficient copyright protection scheme for
e-government document images [11].

In this paper, we focus on high-capacity RW schemes. After four prediction modes
in Wu et al.’s method [20] are further investigated, it is found that there still exist two
drawbacks in their paper: (1) in each of four prediction modes, for each of some
pixels (which account for one-fourth of all pixels), the prediction performance which
is gained using its four diagonally-adjacent pixels along the 45 and 135 degrees to
predict itself, is weak; (2) the strategy predicting one pixel along one single direction
(either left-to-right horizontal (combining top and bottom neighbors) or top-to-
bottom vertical direction (combining left and right neighbors)) is incomplete.

A novel reversible watermark scheme based on multiple prediction modes and
adaptive watermark embedding is presented in this paper. We focus on designing
new prediction modes so as to solve the problems efficiently existing in Wu et al.’s
method. Besides, in this paper, since the structural characteristic which the pre-
diction modes themselves have makes the adaptive embedding strategy can be
combined with these prediction modes. This proposed method is efficient because
the improvement of the prediction accuracy implies the reduction of the distortion
introduced by prediction-error expansion, and otherwise, the embedding capacity
for one single embedding layer also can be largely improved by the application of
adaptive embedding strategy.

The details of proposed scheme are described in Section 2, and the performance
comparisons with other methods are given in Section 3. Finally, Section 4 concludes
this paper.

2 The proposed method

2.1 The related method

2.1.1 Comparison with Li et al.’s method

Li et al.’s method [7] is based on pixel-by-pixel prediction. In Li et al.’s method, for
each pixel, the local complexity level of its four (namely right, bottom left, bottom
and bottom right) pixels is firstly estimated, and meanwhile, it is predicted using the
GAP (gradient-adjusted prediction [21]) predictor, and finally, the watermark whose
length is determined by the already obtained level of complexity is embedded into it
using prediction error expansion technique.

However, there exist several schemes composed of the proposed method, Luo
et al.’s, and Wu et al.’s, in which any modification to some pixels (which usually
account for a large part of all the pixels) is not allowed in a single embedding layer,
their mission is to predict the others. Otherwise, GAP predictor is utilized in Li et al.’s
method, while the interpolation technique in paper [8] adopted in the proposed
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method. For each to-be-predicted pixel in the proposed method, its four surrounding
neighboring pixels (i.e. top, left, right, bottom neighbors) are used to predict it. For
this type of RW schemes with part of all pixels kept unchanged, the proposed method
achieves much higher performance compared with the other studies, such as Luo
et al.’s, and Wu et al.’s.

2.1.2 Comparison with Wu et al.’s method

It is known that the closer the distance between two pixel points, the stronger the
correlationship. Therefore, the correlationship between any to-be-predicted pixel
and its four pixels along two diagonal directions is weaker than that between this
pixel and its four neighboring pixels (i.e. top, left, right, bottom neighbors).

Relative to Wu et al.’s method, there exist three advantages in this paper: (1) four
improved prediction modes is proposed, in which each of some pixels (which account
for quarter of all pixel points) are predicted by its four neighboring pixels (i.e. top,
left, right, bottom neighbors) rather than by its four pixels along two orthogonal
direction like in Wu et al.’s method; (2) since prediction along two orthogonal
directions is substantially more accurate than that along single direction, two new
prediction modes are adopted so as to make almost all the pixels predicted by their
four neighboring pixels; (3) the adaptive embedding strategy is combined with all the
prediction modes so as to further improve embedding capacity.

The first two advantages aim to achieve the purpose of reducing the embedding
distortion by improving prediction accuracy. The third advantage is based on the fist
two ones. That is to say, once prediction accuracy is improved, correspondingly, the
values of prediction errors become smaller, and thus, the distortion introduced by
the prediction errors expansion is correspondingly reduced. Otherwise, for each of
six prediction modes, their structural characteristic allows the adaptive embedding
strategy is combined with them. Adaptive embedding strategy is used to determine
to embed 1 bit or 2 bits into each pixel in the to-be-predicted set. Since the values
of the prediction errors are decreased, and hence, even if the prediction errors
are expanded twice, the distortion is comparatively lower than that introduced by
Wu et al.’s method.

2.2 Six embedding modes

Given an 8-bit graylevel I with size M × N, all the pixel points are partitioned
into two non-overlapped sets: the to-be-predicted set and the predicting set. Pixels
marked in blue-filled circles in modes 1 and 2 (refer to Fig. 1a–b) are picked out
to form the predicting set, the others (marked in black-filled circles) classified into
the predicted set. Based on the principle that correlationship becomes weaker as the
temporal distance between pixels increases, for each pixel in the to-be-predicted set,
its several surrounding neighboring pixels from the predicting set, which are most
strongly related to it, are used to predict it. And meanwhile, no modification can be
done to these pixels in the predicting set for a single embedding process. Otherwise,
reversibility will be destroyed. In modes 1 and 2, the pixels in the first & last columns
and the bottom & top rows have only two or three neighboring pixels. For instance,
if some pixel lacks its left (or top) neighbor, we use its right (or bottom) neighbor
to replace the absent one so as to obtain four neighbors and vice versa. Here, we
consider that modes 1 and 2 are mutually symmetrical mode.
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Fig. 1 Six prediction modes

(a) prediction mode 1

(c) prediction mode 3

(e) prediction mode 5

(b) prediction mode 2

(d) prediction mode 4

(f) prediction mode 6

For the residual four embedding modes, all the pixels marked in blue-filled circles
remain unchanged during the embedding process. The pixels in black-filled circles
have two roles. First, every four pixels forming a neighborhood is used to estimate
their surrounded pixel (i.e., the pixel marked in gray-filled circle), and then, each
of them will be predicted by its two neighboring pixels along some single direction
(either horizontal or vertical) again. The benefit of double exploiting this kind of
pixels is to further increase prediction accuracy. The symmetrical mode of mode 3 is
considered as mode 4 in this paper, and vice versa. Similarly, mode 5 and mode 6 are
also deemed mutually symmetrical.

For any to-be-predicted pixel xc, if it has a surrounding four-pixel neighborhood,
then it can be predicted by this neighborhood simply using the interpolation tech-
nique in [8]. The interpolated value of pixel xc is calculated as

pi, j = x
′
0 ×

σ2

σ1 + σ2
+ x

′
90 ×

σ1

σ1 + σ2
(1)

where

x
′
0 = Ii, j−1 + Ii, j+1

2

x
′
90 =

Ii−1, j + Ii+1, j

2
(2)
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and

σ1 = (Ii, j−1 − μ)2 + (x
′
0 − μ)2 + (Ii, j+1 − μ)2

3

σ2 = (Ii−1, j − μ)2 + (x
′
90 − μ)2 + (Ii+1, j − μ)2

3
(3)

x
′
0 and x

′
90 are used to denote the interpolation values along two orthogonal direc-

tions (i.e., 0◦ diagonal and 90◦ diagonal), respectively. Ii−1, j, Ii, j−1, Ii, j+1 and Ii+1, j

are the top, left, right and bottom neighbors of xc. These four pixels constitute a
neighborhood resembling a diamond-shaped pixel cell denoted as IC. The mean
value in this neighborhood, denoted by μ, is calculated using the following formula:
μ = Ii−1, j+Ii+1, j+Ii, j−1+Ii, j+1

4 . σ1 and σ2 are the variance estimation of interpolation errors
in two diagonal directions, respectively. From (1), we can see obviously that more
variance, which means weaker relation with the actual value, has less influence on
the interpolated value.

Then the prediction error, denoted by ei, j, is calculated via

ei, j = xc − pi, j (4)

2.3 Process of producing classification and embedding strategy
for each to-be-predicted pixel

The local variance, denoted by σ , of cell IC is used to estimate whether any to-be-
predicted pixel has strong correlation with its surrounding cell or not. σ is obtained
via

σ =
√

(Ii−1, j − μ)2 + (Ii, j−1 − μ)2 + (Ii, j+1 − μ)2 + (Ii+1, j − μ)2

4
(5)

When σ < vTh, pixel xc is regarded as having a strong relation with its cell, and
therefore, it is classified into a smooth set, where vTh is a predefined threshold which
is used for distinguishing which classification xc belongs to. Otherwise, xc belongs to
a complex set.

For any pixel in smooth set, if its prediction-error ei, j falls into the range of
[−pTh, pTh), ei, j is expanded twice according to (6), where pTh is used for estimating
the correlation between the current pixel and its predicted value, wb represents 2-bit
watermark, i.e., wb ∈ {0, 1, 2, 3}.

e
′
i, j = 4 × ei, j + wb (6)

If ei, j ≥ pTh and ei, j ≤ −pTh − 1, it will be shifted by 3pTh. Correspondingly, the
watermarked prediction-error is

e
′
i, j =

{
ei, j − 3 × pTh ei, j ≤ −pTh − 1
ei, j + 3 × pTh, ei, j ≥ pTh

(7)

For any pixel in complex set, if its prediction-error ei, j belongs to the inner region
[−pTh, pTh), then 1- bit watermark is embedded into ei, j to get the watermarked
value as

e
′
i, j = 2 × ei, j + b (8)
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where b ∈ {0, 1}. If ei, j belongs to the outer region (−∞,−pTh)
⋃[pTh,∞), ei, j will

be shifted by pTh according to the following formula

e
′
i, j =

{
ei, j − pTh d ≤ −pTh − 1

ei, j + pTh, d ≥ pTh
(9)

Finally, the watermarked value of xc, i.e., yc, is computed by yc = pi, j + e
′
i, j.

2.4 Algorithm description

To guarantee reversibility, some overhead information should be recorded before
data embedding. In embedding procedure, it must be embedded into the host image
together with the payload so as to ensure reliable image reconstruction on the
receiver side. For each embedding layer, the corresponding overhead information

Fig. 2 Embedding mechanism
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Fig. 3 Auxiliary information
formats in an embedding layer:
a the other embedding layers;
b last embedding layer

(a)

(b)

is composed of five parts: the 8-bit, unsigned representation for the values of pTh;
the 8-bit, unsigned representation for the values of vTh; the compressed location
map which is utilized to solve potential overflow/underflow problem; the mode type
(PM which is created to distinguish six prediction modes); end of symbol (EOS). We
need 3 bits to save PM, since PM includes six different values (1/2/3/4/5/6 for mode
1/mode 2/mode 3/mode 4/mode 5/mode 6, respectively). A unique EOS symbol is
added at the end of the overhead information.

A location map is generated in which the locations of the to-be-predicted pixels
whose watermarked values belonging to [0, 255] are marked by ‘1’ while the others
are marked by ‘0’. This location map is compressed losslessly by an arithmetic
encoder and the resulting bitstream is denoted by L. LS is the bit length of L.
Suppose that the size of the overhead information is denoted by L∑. The overhead
information is embedded into the LSBs of the pixels after embedding the watermark
by simple LSB replacement. The L∑ LSBs to be replaced need to be embedded into
the original image along with the payload so as to recover the original image. Figure 2
shows the block diagram of data embedding mechanism.

Figure 3 shows the two overhead information formats for the last embedding
layer and the other embedding layers. Both of them consist of the compressed
location map (LS bits), pTh (8 bits), vTh (8 bits), PM (3 bits) and EOS (8 bits).
The difference in format is that EC is added in the type B format, which consists of
18 bits (218 = 512 × 512) and 6 bits to illustrate embedding capacity in the last layer
and the number of layers, respectively. Therefore, for the other layers, the overhead
information occupies LS plus 27 bits, i.e., L∑ = LS + 27. While for the last layer, L∑
consumes LS + 51 bits in total.

2.4.1 Prediction mode determination

Before embedding, we must determine which mode is used in data embedding for
the 1st embedding layer (also named single embedding). First, vTh (vTh ∈ Z) is
successively selected from 1 to 20. Next, for each value of vTh, pTh (pTh ∈ Z)
runs from 1 to 40. Hence, there exist 800 = 20 × 40 combinations of vTh and pTh

in total. We need to iterate all possible combinations. For any combination, repeat
embedding procedures in Section 2.4.3 from mode 1 to mode 6, and simultaneously
record six corresponding results (each of which contains a pair of values: PSNR and
embedding rate).

Although vTh is set to one value from 1 to 20, we are only able to select one integer
from [1,20] due to limited space in this paper. Here, we select vTh = 1, and thus, six
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curves corresponding to six modes are plotted in Fig. 4, respectively. In Fig. 4, for
‘Lena’, two curves respectively corresponding to modes 1 and 2 are very close to
each other, while the others are also very close to each other. Hence, we use mode 2
to represent modes 1 and 2, while mode 6 to represent the other four modes. From
Fig. 5, it can be seen that mode 2 achieves slight increase in PSNR relative to mode 6
when the embedding rate is low. Mode 6 is superior to mode 2 when the embedding
rates are gradually increased. This is due to that at most half of all pixels are predicted
in modes 1 and 2 so that the number of prediction errors is fewer. While in modes
3–6, almost three-fourth of all pixels are predicted.

Therefore, in the 1st embedding layer, mode 6 is determined as the final mode for
‘Lena’. Then, its symmetrical mode, i.e., mode 5, is selected for the 2nd embedding
layer. The 2nd layer (also called double embedding) means we embed data once
again into this already obtained watermarked image. That is to say, for ‘Lena’, mode
6 and mode 5 are alternately used for each embedding layer. Hence, for some single
layer, the prediction mode is individually operated. However, prediction modes are
mixed operated for multiple embedding.

As illustrated in Fig. 6, when an improved mode (e.g., mode 6) is combined with
adaptive embedding in the proposed method, our method for single embedding can
get almost the same performance with Wu et al.’s method having multiple embed-
ding. It can achieve larger capacity through multiple embedding than Wu et al.’s
method. Its PSNR value is about 0.5–4dB higher than that of Wu et al.’s method
when the same amount of payloads is embedded.
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2.4.2 Threshold determination

Once the prediction mode is fixed, the best threshold for each single embedding layer
indicates the corresponding embedding process with least distortion while keeping
the same capacity. In fact, in the experiment, the threshold that gives the highest
PSNR value at some given embedding rate is determined as the best one.

vTh has an initial value, denoted by vs, which is set to 0. vs = 0 means that all the
to-be-predicted pixels are classified into complex set. That is to say, each pixel in
to-be-predicted set carries 1-bit at most, i.e., adaptive embedding loses its role. vTh

runs from this initial value to ve (i.e., the upper limit of vTh). Take ‘Lena’ for an
example, Fig. 7 provides an intuitive illustration of determining ve and pe (namely
the maximum value of pTh). Note that the adopted mode in Figs. 7 and 8 is mode
2. As illustrated in Fig. 7, the corresponding curves are already very close to each
other when vTh is increased from 10 up to 20. If we increase the value of ve over
20, it can also be very difficult to tell the difference between the curve representing
vTh = 20 and curves having vTh over 20, and thus, ve is set to 20 for ‘Lena’ in this
paper. Similarly, pTh also has an initial value, denoted by ps, which is set to a value
capable of ensuring the embedding rate larger than 0. In this paper, ps is set to 1 for
‘Lena’. From Fig. 7, it can be seen that the upper limit of pTh is selected as 40. It is
not necessary to continue to increase this upper limit (namely exceeding 40), since
both the increase in embedding rate and the decrease of PSNR value can almost be
ignored.

First, vTh is successively set to any value from vs to ve. Next, for each value of set
{vs, vs + 1, · · · , ve}, perform repeatedly embedding procedure in Section 2.4.3 from
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pTh = ps to pe and compute the corresponding PSNR. Hence, the total number
of PSNR values is (ve − vs + 1) × (pe − ps + 1). In the process of implementing
embedding procedure, we stop data embedding and record PSNR once the given
embedding rate is satisfied. Take the embedding rate = 0.2 bpp for example, ten
curves corresponding to ten values of vTh are displayed in Fig. 8, respectively. From
Fig. 8, we can easily determine the most optimum combination of pTh and vTh which
achieves the highest PSNR value at 0.2 bpp, i.e., vTh = 1 and pTh = 2.

For multiple embedding, first, two optimum threshold values (namely vTh1 and
pTh1) corresponding to single embedding at required embedding rates are experi-
mentally determined according to Section 2.4.2. Then, implement embedding proce-
dure with vTh1 and pTh1 in Section 2.4.3 and obtain the corresponding watermarked
image. Similarly, two optimum threshold values corresponding to double embedding
are vTh2 and pTh2, respectively. vTh2 and pTh2 at some given embedding rate are
obtained in the same way as single embedding. Embedding procedure having vTh2

and pTh2 is implemented so as to compute the final PSNR value. Two embedding
rates are added to get final embedding rate.

2.4.3 Embedding procedure

To prevent the overflow/underflow, each to-be-predicted pixel should be contained
in [0, 255]. We define

D = {
xc ∈ A : 0 ≤ yc ≤ 255

}
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where A = {xc ∈ Z : 0 ≤ xc ≤ 255}. Here, assume the length of the desired payload
P is PL.

Now, the embedding procedure is described as follows step by step.

Step 1 Pixel classif ication
Each to-be-predicted pixel is classified into one of three sets: NOs, SP

and CP.

SP : It contains to-be-predicted pixels in smooth set whose watermarked
values belong to the inner region [0, 255], i.e., SP = {xc ∈ D : σ <
vTh}. SP is further classified into two subsets: E2 and H2.

E2 : For xc ∈ SP, if its prediction-error ei, j falls in the range of
[−pTh, pTh), then it is classified into E2.

H2 : The rest of pixels belongs to H2.

CP : For any to-be-predicted pixel in complex set, if its watermarked value
falls in the range of [0, 255], then it belongs to set CP, namely CP =
{xc ∈ D : σ ≥ vTh}.
CP is further classified into two subsets: E1 and H1.

E1 : For xc ∈ CP, if its prediction-error ei, j falls in the range of
[−pTh, pTh), then it is classified into E1.

H1 : The rest of pixels belongs to H1.

NOs : After any modification above (including (6) to (9)), if
overflow/underflow occurs, then this pixel belongs to set NOs.

Therefore, in the best case, the maximum payload capacity (denoted by PM)
in an embedding layer is

PM = (
2 × |E2| + |E1| − L∑)

(10)

where |·| is the cardinality (bit length or numbers of elements) of a set.
Step 2 Watermark embedding in one embedding layer

Since there exist difference in embedding way for the overhead information
and the payload, Step 2 is divided into two parts so that two embedding ways
are respectively described.

Step 2.1 Embedding watermark bits
For any pixel, if it is in NOs, then it is kept unaltered, i.e., yc = xc.
If xc belongs to set E2, then 2-bit watermark is embedded into its
prediction-error according to (6). If xc belongs to H2, it will be
shifted by 3pTh according to (7). If xc belongs to set E1, then 1-bit
watermark is embedded into its prediction-error according to (8).
If xc belongs to H1, it will be shifted by pTh according to (9). The
detailed embedding procedure is listed below:
set wn = 1

if xc ∈ SP

if (ei, j < pTh)&&(ei, j ≥ −pTh)

yc = pi, j + 4 × ei, j + wbwn;
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wn = wn + 4;

else

if (ei, j ≥ pTh)

yc = xc + 3 × pTh;

elseif (ei, j ≤ −pTh − 1)

yc = xc − 3 × pTh;

end

end

elseif xc ∈ CP

if (ei, j < pTh) && (ei, j ≥ −pTh)

yc = pi, j + 2 × ei, j + bwn;
wn = wn + 2;

else

if (ei, j ≥ pTh)

yc = xc + pTh;

elseif (ei, j ≤ −pTh − 1)

yc = xc − pTh;

end

end

elseif xc ∈ NOs

yc = xc;

end

Step 2.2 Embedding overhead information
The overhead information corresponding to the current layer is
formed. Suppose that the payload for this layer is PC . We know
|PC | ≤ PM. After the first L∑ pixels have been processed based
on Step 2.1, the LSBs of yc are appended to the payload PC and
replaced by the overhead information. Hence, for this layer, the
watermark bits are composed of two parts: the payload PC and the
bit sequence C consisting L∑ appended bits. All the watermark
bits are embedded according to Step 2.1 for this layer.

Step 3 Obtaining the watermarked image Iw

For the convenience of description, Step 3 is divided into two parts below. If
PL ≤ PM, go to Step 3.1. Otherwise, do Step 3.2.

Step 3.1 This embedding layer is marked as the last one. Then, we have |PC | =
PL. After Step 2 are performed, a new watermarked image Iw is
obtained.
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Step 3.2 we must perform multiple embedding so as to satisfy the desired payload
PL, First, for this current layer, perform Step 2 for the payload of length
PM and the corresponding overhead information. Note that the size of
the residual payload is PL − PM. Set PL = PL − PM. Go to step 1 for
next layer embedding.

2.4.4 Data extraction and image restoration

The detailed process consists of the following three steps.

Step 1 Extraction of the overhead information

The LSBs of the pixels in Iw are collected into a bitstream B according to the same
order as in embedding. By identifying the EOS symbol in B, the bits from the start to
the EOS, which comprise the compressed map L, are decompressed by an arithmetic
decoder to retrieve the location map. The location map is compressed losslessly by
an arithmetic encoder so as to obtain its length, i.e., LS.

Once LS is known, vTh, pTh, PM will be extracted one by one according to
their fixed lengths. If the current layer is the final one, we also will easily obtain the
number of embedding layers and the embedded bits for the last layer by extracting
EC, respectively.

Step 2 Extraction of the payload P
For each watermarked pixel yc, if its location is associated with ‘0’ in the location

map, then it is ignored. Otherwise, according to the obtained prediction mode, the
local variance σ of the cell IC surrounding yc is calculated via (5). pi, j corresponding
to the obtained mode is obtained according to (2). If σ < vTh, then ei, j is retrieved
as follows.

ei, j =

⎧⎪⎪⎨
⎪⎪⎩
�e

′
i, j

4
	 e

′
i, j ∈ [−4pTh, 4pTh − 1]

e
′
i, j + 3 × pTh e

′
i, j ≤ −4pTh − 1

e
′
i, j − 3 × pTh, e

′
i, j ≥ 4pTh

(11)

where e
′
i, j = yc − pi, j. Correspondingly, the embedded watermark is extracted by the

following formula: wb = e
′
i, j − 4� e

′
i, j

4 	. Otherwise, ei, j is retrieved as follows.

ei, j =

⎧⎪⎪⎨
⎪⎪⎩
�e

′
i, j

2
	 e

′
i, j ∈ [−2pTh, 2pTh − 1]

e
′
i, j + pTh e

′
i, j ≤ −2pTh − 1

e
′
i, j − pTh, e

′
i, j ≥ 2pTh

(12)

1-bit watermark is retrieved as b = e
′
i, j − 2� e

′
i, j

2 	. Finally, the retrieved prediction-
error ei, j and the predicted value pi, j are substituted into (4) to obtain the original
pixel value xc. The detailed extraction procedure is listed below:

if location map == 1

if σ < vTh

if (e
′
i, j ≤ 4pTh − 1)&&(e

′
i, j ≥ −4pTh)
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ei, j = �e
′
i, j

4
	;

wb = e
′
i, j − 4�e

′
i, j

4
	;

elseif e
′
i, j ≤ −4pTh − 1

ei, j = e
′
i, j + 3 × pTh;

elseif e
′
i, j ≥ 4pTh

ei, j = e
′
i, j − 3 × pTh;

end

else

if (e
′
i, j ≤ 2pTh − 1)&&(e

′
i, j ≥ −2pTh)

ei, j = �e
′
i, j

2
	;

b = e
′
i, j − 2�e

′
i, j

2
	;

elseif e
′
i, j ≤ −2pTh − 1

ei, j = e
′
i, j + pTh;

elseif e
′
i, j ≥ 2pTh

ei, j = e
′
i, j − pTh;

end

end

xc = ei, j + pi, j;
else

xc = yc;

end

Step 3 Retrieve of the original image

If the number of extracted watermark bits is equal to the capacity calculated by
EC, stop extraction and form P ; else go the next layer extraction and repeat above
steps. When the current layer is fully extracted, classify the extracted bitstream into
watermark bits and restore the pixels by simple LSB replacement.

3 Experimental results

The proposed reversible watermarking scheme is carried out in MATLAB envi-
ronment. The capacity vs. distortion comparisons among the proposed method,
Wu et al.’s, Luo et al.’s and Feng et al.’s methods are shown in Figs. 9 and 12. The
‘Lena’, ‘Baboon’ ‘Sailboat’ and ‘Goldhill’ images with size 512 × 512 are downloaded
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Fig. 9 Capacity vs. distortion comparison on ‘Lena’

on the network (http://sipi.suc.edu/database). For the convenience of description,
Wu, Luo and Feng are used as an abbreviation of Wu et al.’s, Luo et al.’s and Feng
et al., respectively.

In paper [20], Wu have implemented a performance comparison between their
proposed algorithm with two other RW ones [8, 10]. The algorithm [10] is based
on adaptive embedding and integer transform, which embeds n log2 k bits into a n-
sized image block. The value of k is selected according to complexity level of blocks,
so that more bits are adaptively embedded into low-complexity blocks, while fewer
bits into blocks with high-complexity. Integer transform may also be considered as
a predictor, which actually exploits the mean value to approximately predict each
pixel in the block. Abundant experiments and analysis demonstrate that the integer
transform itself produces higher distortion than that generated by our prediction-
error expansion. Hence, it is certain that our method outperforms Feng’s.

Wu have designed four prediction modes in their paper, but each mode has two
disadvantages: the first one is that nearly half of all the pixel points are predicted
along some single direction (either vertical or horizontal direction); the second one
is that the pixels are predicted less accurately along two diagonal directions than
that using four neighboring pixels. In the proposed method, to improve prediction
performance, we predict almost each pixel with its four neighboring pixels by
exploiting mode 1 or 2.

A similar situation also exists in Luo’s paper [8] that nearly one quarter of the
entire images are estimated along two diagonal directions. And therefore, from this
analysis mentioned above, the proposed method can obtain superior performance
than Luo’s method.

http://sipi.suc.edu/database
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Fig. 10 Capacity vs. distortion comparison on ‘Baboon’

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
25

30

32

34

36

38

40

42

44

46

48

50

55

Payload Size (bpp)

Q
ua

lit
y 

M
ea

su
re

m
en

t P
S

N
R

 (
dB

)

Capacity vs. distortion comparison on ’Sailboat’ 

 

 
Prop. Alg.
Wu et al. ’s Alg.
Feng et al. ’s Alg.
Luo et al.’s Alg.

Fig. 11 Capacity vs. distortion comparison on ‘Sailboat’
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Fig. 12 Capacity vs. distortion comparison on ‘Goldhill’

Before embedding, we will test all six embedding modes according to Section 2.4.2
so as to select the optimum mode capable of achieve the global minimum distortions
for the given bit-rates.

For ‘Lena’, it also can be seen from Fig. 9 that our method performs well, and
significantly outperforms Wu’s, Peng’s and Luo’s at all embedding rates. The PSNR
value of our method is about 0.5–4dB higher than those of Wu’s, Peng’s and Luo’s
when the same amount of payloads are embedded. ‘Baboon’ is a typical image
with large areas of complex texture, so the obtained bit-rate is slightly lower at the
same PSNR. Figure 10 shows that the proposed method achieves higher embedding
capacity with lower embedding distortion than the other three methods.

Our method obtains very similar experimental results with Feng’s and Wu’s at low
embedding rates due to the high complexity of ‘Sailboat’. As the embedding rates is
increased, our method can obtain slightly higher PSNR values than the others (refer
to Fig. 11). For ‘Goldhill’, the proposed method can also offer better performance
than the other three methods at almost all embedding rates as illustrated in Fig. 12.

4 Conclusions

A new reversible watermark scheme based on multiple prediction modes and adap-
tive watermark embedding is presented. For any to-be-predicted pixel, the proposed
method can adaptively determine the number of embedded bits by analyzing the
local complexity of its surrounding neighborhood. The proposed method can achieve
bit rates close to 1 bpp for a single embedding layer as nearly half of all pixel points
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can possibly carry 2-bit watermark. A series of experiments demonstrate that the
proposed method can achieve better performance than the other three methods at
all embedding rates.
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