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Abstract In this article we propose a method for information retrieval based on relational
Multi-Criteria Decision Making. We assume that a user cannot define precise search criteria
so that these criteria must be found based on the user’s assessment of several sample
alternatives (‘alternatives’ here are database records, e.g. images). This situation is common
in Content-based Image Retrieval, where it is easier for a user to indicate relevant images
than to describe a proper query, especially in formal language. The proposed algorithm for
the elicitation of criteria is based on ELECTRE III—a method originally designed for
ranking a set of alternatives according to defined criteria. In our algorithm, however, the
direction of reasoning is reversed: we start with several sample alternatives that have been
assigned a rank by the user and then we select criteria that are compatible (in the sense of
ELECTRE methodology) with the user’s preferences expressed on a sample set. Then,
having determined the user’s criteria, we apply classical ELECTRE III to retrieve the
relevant solutions from the database. We implemented the method in Matlab and tested it
on the Microsoft Cambridge Image Database.

Keywords Multiple criteria analysis . Relational MCDM . ELECTRE III . Preference
elicitation . Content-based Image Retrieval

1 Introduction

Over the last two decades Content-Based Image Retrieval (CBIR) has become especially
important because rapidly developing multimedia technologies have yielded a large number
of databases containing graphic documents. The level of difficulty for visual information
retrieval is much greater than for text-based search or for applications where textual
information and meta-data are used along with the visual content [16].
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Early CBIR methods, developed mostly in 1990s but still used in many applica-
tions today, are based on the concept of virtual query—a point in feature space that is
assumed to correspond to the image the user is looking for. Images in the database
are ranked based on their distance from the virtual query in the feature space [5]. One
of the main problems of CBIR is the gulf between low-level features that can be
faultlessly extracted from images and the high-level concepts used by humans—the
so-called ‘semantic gap.’ Addressing the semantic gap has been the target of much
successful research in the last decade [21]. The semantic approach involves decom-
posing an image into objects and image descriptions based on the type of objects
present, their features and spatial relations [17]. Images in the database are automat-
ically annotated with high-level descriptors and are compared to the user query at the
level of these descriptors [23]. In recent years there has been considerable progress in
the recognition of high-level semantics and the performance of methods for the
automatic semantic classification and annotation of images is good enough to make
them practical, but still only in some limited fields of application [22].

Another way to tackle the semantic gap, instead of proposing high-level descrip-
tors, is the development of advanced methods for the elicitation of the user’s
semantic-based preferences as a function of non-semantic, low-level or middle-level
descriptors. In these methods, local descriptors, used for example within the bag-of-
visual-words framework, are generally more efficient than global features. In a method
of this kind proposed by El Sayad et al. [1], a SURF descriptor is combined with an
edge-context descriptor and a novel weighting scheme to substantially improve per-
formance. Another example of successful, non-semantic retrieval are the descriptors
used in 3D non-rigid shape recognition, such as those based on the geodesic distance
[20]. These descriptors do not belong to high-level semantics but they can be
efficient, when used together with adequate learning and classification methods [8].
In such a case, user preferences can then be approximated in descriptor space and a
wide range of machine learning techniques can be applied [11], such as support vector
machine [25] or RBF neural networks [13].

Apart from the high complexity of the matching stage, a significant barrier to the
development of visual search systems is run into at the first stage of the search
process: the elicitation of user preferences from relevance feedback, which is the
problem addressed in this article. We propose an approach that exploits a large
number of high-level image descriptors (referred to as potential criteria) and uses
MultiCriteria Decision Making (MCDM) methodology to select those criteria that are
consistent with user preferences (stage A in Fig. 1). This subset of potential criteria is
called user criteria. In stage B the user criteria are used to find relevant images. A
similar approach was proposed in [14], where the proposed method was based on the
concept of reference sets [18, 19] and in [12] where the algorithm was based on the
Analytic Hierarchy Process (AHP).

An important feature of our approach, which makes it different from other meth-
ods, is the general form used to define user search preferences. User input to the
algorithm is any set of relations between sample images, represented by a graph of
relations. In addition, the proposed method does not require as much user effort as the
methodology based on AHP, which we proposed in [12], where the user is required to
compare images pairwise. We use partially ordered sets for representing user criteria–
as shown in Fig. 2, the method allows for incomparability of alternatives, e.g. the user
does not need to define whether x3 is more or less relevant to x5 (although he/she
may define it by adding an edge between x3 and x5).
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The method for elicitation of user criteria proposed in this paper is based on the relational
approach to Multicriteria Decision Making (MCDM), which exploits the relationships
between available solutions [15]. In contrast to the functional approach, there is no assump-
tion of a utility function, so there is no scalarization process. In this respect the relational
approach can be regarded as more general than the functional approach. The concept is

Off-line stage: calculation of potential
criteria and algorithm thresholds

Stage A: Selection of user criteria based on
assessment of sample alternatives

Stage B: Ranking of all alternatives and
presentation to the user

STOP

Y

N

Is user satisfied?

User criteria

Set of alternatives
(e.g. images)

Potential criteria

Fig. 1 Scheme of the interactive
information retrieval proposed in
the article. Our method for user
criteria elicitation applied on a
sample set of alternatives is fol-
lowed by the ranking all
alternatives

Fig. 2 In our method the user
provides a ranking of sample
alternatives in form of graph
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based on ELECTRE—a family of methods proposed in the 1960s1 that are still widely used
for the selection of optimal solutions and rankings [7]. As stated above, our algorithm for the
selection of criteria is analogous to ELECTRE III but the direction of reasoning is reversed:
the input to our algorithm are ranks defined by the user for several samples and the output
are user criteria that are in concordance with the user’s ranks. We will refer to this algorithm
as backward ELECTRE in this article—see Fig. 3.

After finding the user criteria we apply ELECTRE III (the original, ‘forward’
version) in order to rank all the alternatives in the database, and then present the
user with those that have the highest rankings. If the alternatives found in one
iteration do not fully correspond to the user’s preferences, they can serve as a starting
point for the next iteration.

The main contribution of this article is therefore a new method for finding hidden
user criteria from the ranks assigned by the user to sample alternatives and its
application in content-based image retrieval with relevance feedback. The general
scheme of the method is shown in Fig. 1 and the details of the algorithm are
presented in Section 2. In Section 3 we present an application of the proposed
algorithm to Content-based Image Retrieval (CBIR). In Section 4 we describe the
experimental results.

2 Criteria elicitation and information retrieval based on ELECTRE methodology

In this section we present a method based on the relational MCDM approach for the
selection of user search criteria from a large set of the pre-defined features. In our previous
work [12] we proposed a method for the elicitation of user preferences and information
retrieval based on pairwise comparison, or, more precisely, on the Analytic Hierarchy
Process (AHP). The methods proposed in [12] and in this paper are based on a similar
concept. There are well-established methods for ranking alternatives, such as AHP or
ELECTRE, which are based on the importance of criteria given as an input. In contrast,
the first step in information retrieval based on relevance feedback requires the elicitation of
these criteria through user assessment of several sample alternatives (which can be expressed
by ranking). There is, therefore, a need for an opposite process that can answer the question:
if we use a standard method for multicriteria ranking, which set of criteria would lead to the
same or at least a similar ranking of sample alternatives as the ranks assigned by the user?

From the point of view of the user, the main difference between the approach based on
AHP and the one presented here is the number of alternatives that need to be compared. In
AHP, alternatives are compared in pairs, so in order to provide a complete comparison in a
set of K alternatives, the user needs to assess the relative relevance of alternatives for each of
K(K-1)/2 pairs. This method ensures data redundancy, which is useful for checking the
consistency of user preferences, but providing a large amount of data is not convenient for
the user.

The problem of automatic elicitation of ELECTRE parameters from assignment examples
was addressed in [9]. The authors proposed a parameter elicitation method for sorting
problem and implemented it as so-called ELECTRE-TRI assistant [10]. In contrast, we
use ELECTRE III as a basic algorithm. Consequently, the set of sample relations should be
provided by the user as a ranking in the same form as the output ranking of ELECTRE III,
where the incomparability of some alternatives is acceptable (Fig. 2). This form of

1 The first ELECTRE method (ELECTRE I) was published in [14]
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expressing user preferences is more general than using utility values: the user may leave
some relations undefined (while if utility values are assigned to alternatives, they implicitly
define relations for all the pairs). The details of the proposed approach are discussed in
Section 2.2. Unlike Mousseau and Slowinski [9] we are not proposing a method for finding a
complete set of ELECTRE parameters. Instead we focus on calculating those parameters that
define user preferences in order to retrieve relevant information from the database. We
assume that there is a large set of potential criteria and the algorithm should select a fraction
of this set that is compatible with actual user criteria. We seek only those parameters of
ELECTRE that are directly related to user preferences—means the set of criteria and their
relative importance, while we do not provide solution how to set other parameters of
ELECTRE.

2.1 The ELECTRE III method

ELECTRE III was proposed about 40 years ago, but is still probably the most popular
ranking method, besides AHP, that exploits the relational approach—which means that there
is no assumption that the utility function that aggregates all the criteria exists. Although the
input to the ELECTRE algorithm includes criteria weights, they are interpreted in a different
way than is the case in the functional approach: i.e. they are not used as multipliers to build
the weighted sum of criteria, they reflect the voting power of the criteria instead, so they are
also referred to as relative importance of criteria.

The method belongs to the group of outranking methods, i.e. it is based on outranking
relation S: x1Sx2 means that x1 is at least as good as x2.

Three other types of relations are used as well as outranking relations:

& strong preference: for the criterion fj, the alternative x1 is strongly preferred to x2 (x1Pjx2)
iff fj(a)-fj (b)>pj, where pj is the preference threshold for the criterion fj;

& weak preference: for the criterion fj, the alternative x1 is weakly preferred to x2 (x1Qjx2)
iff qj<| fj (a)-fj (b)|≤pj, where qj is the indifference threshold;

& indifference: for the criterion fj, the alternative x1 is indifferent to x2 (x1 Ij x2) iff
|fj (a)-fj (b)| ≤ qj.

The relation x1Sx2 holds if either x1Px2 or x1Qx2 or x1Ix2.

a

b

Values of criteria for each alternative
(performance matrix)

Criteria parameters
(relative importance and thresholds)

Ranking of alternatives
ELECTRE

Ranking of sample alternatives
User criteria and relative importance of 

the criteria

Criteria 
retrieval

Fig. 3 Input and output data in ELECTRE (a) and the proposed algorithm—backward ELECTRE (b)
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Apart from the thresholds pj and qj, there is a veto threshold vj associated with each
criterion, which reflects the influence of this criterion on the final result when it is discordant
with other criteria. If for the j-th criterion the alternative x1 is preferred to x2 and the
difference in values of this criterion exceeds vj, the assertion x2Sx1 is rejected regardless
of other criteria.

Below, we present a short description of the method.
In the first step, the concordance index cj(x1,x2) and discordance index dj(x1,x2) are

calculated, which measure the strength of the assertion x1Sj x2:

& cj(x1,x2)=1 if x1Sj x2; cj(x1,x2)=0 if x2Pj x1, otherwise cj(x1,x2) varies linearly between 0
and 1:

cj x1; x2ð Þ ¼
1 if fj x1ð Þ þ qj � fj x2ð Þ
0 if fj x1ð Þ þ pj � fj x2ð Þ
pjþfj x1ð Þ�fj x2ð Þ

pj�qj
otherwise

8
><
>:

ð1Þ

& dj(x1,x2)=0 if x2Pj x1; dj(x1,x2)=1 if fj(x1)+vj ≤ fj(x2), otherwise dj(x1,x2) varies linearly
between 0 and 1:

djðx1; x2Þ ¼
0 if fjðx1Þ þ pj � fjðx2Þ
1 if fjðx1Þ þ vj � fjðx2Þ
fjðx2Þ�fjðx1Þ�pj

vj�pj
otherwise

8
><
>:

ð2Þ

The joint concordance matrix, for all criteria, is calculated as:

C x1; x2ð Þ ¼

P
j
wjcj x1; x2ð Þ
P
j
wj

ð3Þ

and the outranking matrix is given as:

S x1; x2ð Þ ¼
C x1; x2ð Þ if dj x1; x2ð Þ � C x1; x2ð Þ 8j
C x1; x2ð Þ Q

j2J x1;x2ð Þ
1�dj x1;x2ð Þ
1�C x1;x2ð Þ otherwise

8
<
: ð4Þ

where J(x1,x2) is the set of criteria such that dj(x1,x2)>C(x1,x2).
The matrix S is then binarized with a threshold Θ, which depends on the value of the

largest element of S:

T x1; x2ð Þ ¼ 1 if S x1; x2ð Þ > Θ
0 otherwise

�
ð5Þ

Based on the matrix T, a ranking of alternatives is created using the so-called distillation
process. For a detailed description of the method see e.g. [3], chapter 3.2.2. The input and
output data for the algorithm are summarized in Fig. 4.
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2.2 Proposed method for criteria elicitation and information retrieval

The general scheme of the proposed method is presented in Fig. 1 and a detailed diagram in
Fig. 5. The retrieval algorithm uses some data that is prepared off-line and saved as part of
the database. The method is, therefore, composed of 3 stages:

& Off-line stage: calculation of potential criteria values and ELECTRE thresholds
Calculation of potential criteria for all alternatives in the database and

ELECTRE thresholds (veto threshold, preference threshold and indifference
threshold). In some applications, the value of the criteria can be given as
problem input data but, in an application for visual search for example, the
criteria are calculated by processing of database images. ELECTRE thresholds
for criteria can be established by the user or calculated based on statistics of
criteria values.

& Stage A: Selection of user criteria
Selection of those criteria from the pre-defined criteria set that are consistent with user

preferences, in sense of ELECTRE methodology. The stage is analogous to ELECTRE,
but the direction of reasoning is reversed: the set of ranks that define the relationships
between alternatives is the input, while the set of criteria and their relative importance is
the output. We refer to this stage as backward ELECTRE.

& Stage B: Ranking alternatives
Calculation of the ranking of all alternatives in the database with ELECTRE III, using

the criteria found in the first stage. In contrast to the proposed backward method, we
refer to the classical ELECTRE algorithm as forward ELECTRE. The top alternatives are
presented to the user.

An interactive loop allows the user to refine a query using intermediate results.
We use the following notation in our description of the algorithm:

X - set of all alternatives in the database
Xs - subset of alternatives presented to the user

Fig. 4 Input and output data in ELECTRE III
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F - set of all potential criteria
Fs - set of user criteria (subset of F calculated by backward ELECTRE)
qj - indifference threshold for j-th criterion: if the criteria values of two alternatives

differ by less than qj, they are considered indifferent to the user
pj - preference threshold: if the criteria values of two alternatives differ by less than pj,

they are considered indifferent to the user or one is weakly preferred; otherwise
one is strongly preferred to the other

vj - veto threshold

STOP

Y
N

Is user satisfied?

Database
(set X of
alternatives)

Values of
potential criteria

Thresholds for
potential

criteria: v, p, q

Step 1. Presentation to the user a subset Xs of sample
alternatives

Step 2. Assessment of sample alternatives by the user

Step 5. Calculation of criteria relative importance

Step 6. Ranking all alternatives in the database
with ELECTRE III

Step 7. Presentation of first N alternatives to the user

Step 4. Calculation of the concordance
and discordance coefficients

Step 3. Criteria exclusion based on veto condition

Y
N

Does the user want to make
assessment on this subset?

Stage
off-line

Stage A

Stage B

Fig. 5 Diagram of the proposed algorithm
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υj - veto threshold for backward ELECTRE algorithm: it is used for the exclusion of j-
th criterion from the set of user criteria if, for any pair of sample images, j-th
criterion is too inconsistent with a relation defined by the user

rj - range of j-th criterion (the difference between maximum and minimum value of the
j-th criterion over all alternatives)

wj - relative importance of j-th criterion
cj, dj - concordance and discordance matrices for j-th criterion (calculated as in the

original ELECTRE III algorithm)

The algorithm (stages A and B) can be described in the following steps:

Step 1. Presentation of sample alternatives to the user
From the set X of alternatives in the database a subset Xs containing N alter-

natives, is randomly chosen and presented to the user. If the user cannot find any
relevant images among them, another set of N alternatives is presented.

Step 2. Defining user preferences on sample set of alternatives
We propose a combination of two ways of defining user preferences:

a) By assigning a value Q to each alternative (for example: 0—irrelevant, 5—very
relevant). This is a common way of defining user preferences in CBIR systems [14].
The values of Q define the preference relation x1Px2 ⇔ Q(x1)>Q(x2).

b) By defining a graph of sample preferences. The user ranks sample alternatives by
sketching a graph of preference relations, which has the same structure as the
ranking graph produced by the ELECTRE method—like the graph in Fig. 2. An
arrow from alternative xm to xn means that xmPxn.

Approach (a) is compatible with the functional rather than the relational ap-
proach to decision making. Using a graph of sample preferences is more general.
The preference structure defined by method (a) can always be converted to a
preference graph but not vice versa. Approach (b) allows the user to define relations
for selected pairs of alternatives only, while approach (a) enforces an implicit
definition of all relations. In the example in Figure 2 the user may not be willing
to define relations between x3 and x4 or between x3 and x5.

Approach (a) is, however, quicker and sometimes more convenient, at least for a
rough definition of user preferences. Therefore, in our algorithm, the user may choose
first to approximate his/her preferences using method (a) and then refine them by
adding/removing relations in the corresponding preference graph (see Fig. 6).

If the step has been performed in previous iterations with different sample alter-
natives, the graph provided by the user is merged with the graph defined previously.

Step 3. Criteria exclusion based on the veto condition
For each potential criterion fj∈F if for any pair of alternatives (xm,xn) ∈ Xs

2, m≠n,
such that x1Px2, it holds that:

fj xmð Þ < fj xnð Þ � uj; ð6Þ
the criterion fj is excluded from the set Fs regardless of the values for other
alternatives.

Inequality (6) means that the j-th criterion for the pair of alternatives (xm, xn) is
too inconsistent (exceeds the veto threshold) with the relation defined by the user
to be considered as a user criterion.
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Step 4. Calculation of the concordance and discordance coefficients
The concordance and discordance coefficients cj(xm,xn) and dj(xm,xn) are calcu-

lated according to formulas (1) and (2) for all criteria that were not excluded in
Step 3, for each pair of sample alternatives that were ranked by the user.

Step 5. Assignment of relative importance of the user criteria
For the criteria that were not excluded in step 3, a criteria’s relative importance

is calculated according to the formula:

wj ¼
X

m;n : xmPxn

cj xm;xn
� �

: ð7Þ

Relative importance coefficients are then normalized to [0, 1].
Heuristic equation (7) means that the importance of the j-th criterion is high if the

relation between the values of this criterion (expressed in coefficients cj) is compatible
with relations between sample alternatives, which were defined by the user in Step 2.

The experiments described in the next section confirm that the heuristic rule
proposed in this paper allows for the efficient retrieval of user criteria. Nevertheless,
there is no guarantee that the original (forward) ELECTRE III algorithm run on sample
data presented to the user would lead to exactly the same ranking as defined by the user.
Some steps of ELECTRE cannot be reversed, especially binarization (equation (5)).

Note that the criteria relative importance are later used according to the principles of
the relative approach. They should not, therefore, be interpreted as the weights in the
sense of the weighted sum scalarisation method, which is typical in the functional
(based on utility function) approach.

Step 6. Ranking of alternatives—forward ELECTRE
The set of user criteria Fs with relative importance coefficients wj is used as the

input for the ELECTRE III algorithm in order to rank all alternatives in the database.
Step 7. Presentation of the results

N highest ranked alternatives are presented to the user. If the user is not
satisfied, the presented alternatives can be used as a sample set for the next
iteration, which starts from Step 2.

Fig. 6 a Starting set of images with preferences defined by the user by assigning ranks; the symbols under the
pictures describe the ranks assigned by the user by clicking the image: ↓°—non-relevant, ⨁—neutral, ⨁⨁—
relevant, ⨁⨁⨁—very relevant. b the corresponding graph of relations automatically generated from ranks.
Our prototype software allows for interactive modification of this graph
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3 Application to content-based image retrieval

In this section we describe how the methodology presented in Section 2 can be applied to
Content-based Image Retrieval. Classical CBIR systems mostly use low-level descriptors.
After updating the feature vector of a query based on interaction with the user, various
classification methods (such as Bayesian rule, SVM and neural networks) are used to
retrieve relevant images from the database. See [4] for a review of these methods. The term
‘query’ in systems such as these is usually used not for an explicit inquiry but for the point in
descriptor space that represents an ‘ideal’ but non-existent image sought by the user [6].

In contrast, we use high-level features that can be considered as potential user criteria so
that MCDMmethods can be applied. By ‘query’ we mean the set of user criteria: the query is
not explicitly expressed by the user and our goal is to arrive at it from a user’s assessment of
sample images. We assume that the classification of objects has been performed, i.e. each
pixel is assigned to the category (class) of object that it represents. For small databases, e.g.
in some e-commerce applications, the classification of objects can be assisted by humans in
order to avoid the errors that are still relatively common in fully automatic systems. There
are also methods dedicated to specific tasks that operate on specific types of images with
generally much lower error rates. Examples are biometric identification systems (retrieval is
based on specific features of faces, fingerprints, etc.) or niche applications such as the atlas
of fish species that we proposed in [14]. For databases that are not limited to a specific class
of images the automatic classification of objects remains a difficult task, though a lot of
research is being done in this field and many successful methods are presented every year at
the PASCAL Visual Object Classes Challenge [2]. The problem of the automatic detection
and classification of objects in images is not addressed in this paper. For our tests we used
the Microsoft Research Cambridge Image Database version 2 (MSRC-v2), in which each
pixel is assigned to one of 23 categories of object. 2 The database contains 591 images and
several samples are shown in Fig. 7. Screenshots come from the application that we have
developed in Matlab 7.1 to test our method.

We set the number of sample images at N=12, which is enough to ensure sufficient
diversity among the samples. Setting N too high can make comparison difficult, especially
when the set of sample images does not fit on the screen or the images become too small to
be properly judged by the user. If the initial set of sample images is too small and it does not
contain relevant images, another sample set is presented.3 We calculated ELECTRE param-
eters for each criterion in relation to the criterion range. We led a series of experiments
focused on the correct elicitation of user criteria to find the coefficients, which
determine the relationship between the range rj of j-th criterion and the corresponding
ELECTRE parameters. After manual tuning we achieved good results for the values:
qj=0.04rj, pj=0.08rj, vj=0.5rj, υj=0.1rj. Parameter Θ is set to 0.85λ, where λ is the
largest element of the outranking matrix S. The method does not require very precise
tuning of coefficient values, we observed that variations of the coefficient values up
to 20–30 % do not influence noticeably the method performance. Since only a
fraction of pre-defined features are used as criteria for ranking database images, we
can define a large set of potential criteria, which refer to the features of objects in the
images. For each category of objects we consider 8 criteria:

2 The database is available for non-commercial purposes at:http://research.microsoft.com/en-us/projects/
objectclassrecognition/default.htm
3 In our interface N is fixed but the proposed method can be used with a larger set of sample images and the
value of N does not influence significantly the computational complexity of the algorithm.
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& Total area of object divided by area of image
& Horizontal spread (xmax-xmin) of the union of all patches (segments) of the object in

relation to the horizontal resolution of the image
& Vertical spread (ymax-ymin) of the union of all patches in relation to the vertical resolution

of the image
& Aspect ratio (vertical spread divided by horizontal spread) of the union of all patches
& Horizontal spread of the largest patch in relation to the horizontal resolution of the image
& Vertical spread of the largest patch in relation to the vertical resolution of the image
& Aspect ratio (vertical spread divided by horizontal spread) of the largest patch
& Number of patches of the object in the image

Each of the above criteria also has a reversed version, i.e. any monotonically
decreasing function of the original criterion. There are 23 labelled classes of objects
in the database, so the total number of potential criteria is 23⋅8⋅2=368. There are
usually several objects in a single image, and for most images there are between 32
(for two objects in the image) and 64 (4 objects) criteria with a value between 0 and
the maximum. For the rest of the criteria, when the corresponding object is not
present in the image, the value is either 0 for non-reverse criteria or maximum over
all images in the database for reverse criteria.

Some criteria are present in a large number of images but are rarely used by the
user, for example those related to the presence, size and shape of the sky or grass. In
the example presented in Fig. 8 the user indicated that two images with airplane were
relevant, and both of them contain large areas of sky and grass. The algorithm,

Fig. 7 Images retrieved in the first iteration based on preference structure shown in Fig. 6
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therefore, found many more criteria than those that resulted from the actual user
preferences (the criteria list is shown in Fig. 10) and some images were consequently
highly ranked only because they contained large areas of sky (Figs. 9 and 10).

We therefore introduced an option to decrease the relative importance of these
criteria by a constant factor or to zero. The elimination of these criteria or (depending
on the application) a reduction on their importance, generally improves performance.
The retrieval results for the example from Fig. 8 after this modification are shown in
Fig. 11.

Fig. 8 The user marked two airplane images as the most relevant but because both of them contained more
sky than other images presented to the user, the area of the sky become one of the retrieval criteria

Fig. 9 First 12 images retrieved by the algorithm based on user preferences shown in Fig. 8
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4 Performance and efficiency

As noted in [24], evaluating the performance of CBIR systems is much more complex than
is the case for text-based information retrieval. Standard performance measures for infor-
mation retrieval systems, such as precision and recall, are also applied in CBIR but they
cannot be considered fully objective; all performance measures are based on user assessment
of satisfaction, which varies depending on the user, task and application.

We used precision-recall charts to estimate the performance of our method for
several different queries. We allowed two iterations for all. When the initial set of
sample images did not allow the user to assign diversified ranks (all the sample
images were similarly relevant/irrelevant to the user’s query), another initial set of
randomly chosen images was presented to the user.4 We tested the method using 5
queries. Ten users participated in our experiments–colleagues of the author and the
author himself. There were 8 scientists (6 man and 2 woman) and two IT male
technical specialists among the participants, age between 33 and 42. All participants
were proficient in IT technology, 6 of them had some experience in image processing
and one (the author) in CBIR. Every query was judged by all the users and the results
were averaged. The users were looking for images containing:

Q1: airplanes and buildings
Q2: animals: sheep, cat or dog on a road
Q3: large area of sea with a hilly coastline
Q4: close-up of a sheep
Q5: slim trees

4 In CBIR systems with large databases the page zero problem is reduced by applying textual search to obtain
the initial set of images: Grigorova, A. and F. D. Natale (2006).

Fig. 10 Criteria found by reverse ELECTRE algorithm based on user preferences from Fig. 8
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The users were not provided with any additional information about the queries.
The results are presented in Fig. 12.
The score is highly dependent on the complexity of the user query. The high

performance for query Q4 results from the fact that, in this case, only one criterion
was important: the relative size of the area classified as ‘sheep,’ while in all the
other cases the user preferences required combinations of several basic criteria.5 In
query Q2, which achieved the lowest performance, the number of criteria involved is
the largest.

In Fig. 13 we present a comparison of the average performance of our method and
those of several existing algorithms. All methods were tested on the same input
features (potential criteria mentioned in Section 3). Reversed criteria, i.e. monotoni-
cally decreasing functions of the original criteria were excluded for the methods were
they would not work correctly (algorithm based on virtual query and RFB neural
networks).

The comparison with the algorithm proposed in our previous paper [12], based on
the Analytic Hierarchy Process, is particularly interesting, because both methods
exploit the MCDM approach. Apart from the area of high recall values (above
0.75), which is usually not very important for the user, both methods demonstrate

5 The actual number of criteria found by the algorithm is greater, e.g. when looking for large objects, found
criteria are: area, width, height, etc.

Fig. 11 Results after criteria related to sky and grass are automatically eliminated (criteria: 19, 23, 25, 29, 97,
99, 101, 103, 105, 107, 109 in Fig. 10)
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similar performance. The AHP-based method slightly outperforms the method based
on ELECTRE. However, the main advantage of the ELECTRE-based method is not
its precision-recall score but the compatibility with the user interface that allows for
quicker and more convenient expression of the user preferences than in the case of
the method based on AHP. The method based on reference sets [14] also performs
relatively well, but an important limitation of this method is that it is not designed for
complex queries, especially where a user query contains alternative of several criteria.
The plot for reference sets in Fig. 13 is limited to queries Q4 and Q5. The
performance of the other methods, based on virtual query is similar to the proposed
method for small recall values (below 0.4), but our method performs significantly
better for higher recall values.

The last method compared is Radial Basis Function (RBF) neural network with one
RBF layer and linear output layer. The number of RBF neurons is adjusted so as to
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Fig. 12 Precision vs. recall for 5
different queries: Q1—airplanes
and buildings; Q2: animals:
sheep, cat or dog on a road; Q3:
large area of sea with a hilly
coastline; Q4: close-up of a sheep;
Q5: slim trees
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keep the mean square error below the threshold (so it may differ for different queries)
and the number of inputs to each RBF neuron is equal to the number of potential
criteria. RBF neural network performs better than the algorithms based on virtual
query, especially for high recall values but it is outperformed by all three methods
based on MCDM.

Regarding the efficiency of the method, a large part of the necessary computations can be
done off-line and only need be done once for a database:

& database preparation, such as the calculation of image features, image segmentation,
calculation of object descriptors;

& calculation of potential criteria for all images in the database;
& calculation of criteria range and thresholds: qj, pj, vj, υj.
& calculation of concordance and discordance matrices.

The amount of memory used by the algorithm is determined by the size of the concor-
dance and discordance matrices. Each of them has nA

2nC elements, where na is the number
of images in the database and nc is the number of potential criteria. In our case nA=591 and
nC=368, so both matrices together occupied 245 MB,6 which allows for the software to be
run on a standard PC without the need for memory swapping. Storing concordance and
discordance matrices in memory allows more calculations to be done off-line, but it is not
necessary. For larger databases:

& in stage A (Fig. 1) concordance and discordance coefficients can only be calculated for
the set of sample images presented to the user,

& in stage B the values cj(x,y) and dj(x,y) can be calculated when needed. Then the
biggest variable stored in memory is binary matrix T, which occupies nA

2 bits of
memory. This may become a limitation if the database size exceeds tens of
thousands of images.

5 Conclusion and future work

In this article we have proposed a method for the elicitation of user search criteria based on
the relational MCDM methodology. The method is analogous to the ELECTRE algorithm,
but the direction of reasoning is reversed: user criteria and their relative importance are
found based on user assessment of sample alternatives. We have demonstrated that our
approach can be an effective tool for the multicriteria retrieval of information, in particular
for Content-based Image Retrieval.

Our goal was to develop a prototype that would demonstrate and test our meth-
odology rather than to create a complete CBIR system. In order to develop an
application that could operate on any database of images without preliminary pro-
cessing, automatic object classification would have to be integrated with the algo-
rithm. The set of potential criteria that we used could be enlarged and include, for
example, the location of objects in the image and relationships between objects.
These extensions could be developed within the methodological framework proposed
in this article.

6 We used 1 byte per element (uint8 type, with scaling between [0..1] and [0..255])
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