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Abstract Video frame-rate up-conversion is one of the common operations for
tampering digital videos in the temporal domain, such as creating fake high-quality
videos and splicing two video clips with different frame rates. However, few existing
works have been proposed for detecting this form of tampering operation. Based
on the analysis of extensive experiments, we found that frame-rate up-conversion
algorithms employed in most current video editing softwares will inevitably intro-
duce some periodic artifacts into inter-frame similarity in the resulting video frame
sequence. By analyzing such artifacts, we propose a simple yet very effective method
to expose video after frame-rate up-conversion, and further estimate its original
frame rate. The experimental results evaluated on 100 original videos at different
frame rates have shown the effectiveness of the proposed method. The average
detection accuracy can achieve as high as 99 % on noise-free videos in uncompressed
and H.264/AVC formats. Besides, the proposed method is robust to noise as the
detection accuracy could reach over 85 % and 95 % on noised videos with Gaussian
white noise when SNR is 33 db and 36 db respectively.
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1 Introduction

With the rapid development of video editing techniques, it is becoming much easier
to tamper videos without leaving any visual clues for common users. Nowadays,
digital video forgeries can be found everywhere in our daily life, making videos
no longer reliable in many situations. Obviously, the abuse of those forged videos
would potentially bring about many serious moral, ethical and legal consequences.
Therefore, the corresponding forensic techniques face great challenges. Typically,
forensic methods can be classified into two categories, that is, active and passive ways.
The active technique needs some proactive operations [7, 8, 14, 24], such as inserting
an imperceptible digital watermark or attaching a digital signature to the multimedia
data at the time of data generation, and then uses this side information for tampering
detection at a later time. While the passive technique has no need of side information,
it is possible to provide forensics information on how multimedia data is acquired and
processed via analyzing some inherent properties of digital multimedia. Recently,
passive forensics have attracted more and more attention.

Up to now, most of passive forensic works are mainly focused on digital images
[4, 11], while just a few literature pay attention to digital video (and audio) forensics.
In [6, 9], the noise correlation in video has been explored to detect video region
forgery intra a frame. Wang and Farid [20, 22] proposed a method to detect forgeries
in double MPEG compressed videos based on double quantization artifacts, and
Liao et al. [10] employed the similar features in detecting recompressed H.264/AVC
videos. Based on the periodic pattern of blocking artifact strengths, Luo et al.
[12] proposed a method to detect forged MPEG videos after frame removal or
double compression with different GOP (group of pictures) structures. In [21], the
inherent relationship between interlaced and de-interlaced videos has been studies
and a forensic technique has been proposed by Wang and Farid. Bestagini et al.
[1] proposed a method for identifying the type of video codec used in the first
compression via analyzing the coding-based footprints in double compressed videos.
Furthermore, Stamm et al. [19] have proposed new video frame deletion/addition
forensic and anti-forensic techniques along with a new framework for evaluating the
interplay between a forger and forensic investigator.

Video frame-rate up-conversion is one of commonly used operations in tampering
digital videos in the temporal domain. For example, since videos at higher bitrate
usually obtain higher click ratios and thus bring more revenue from advertisements,
some uploaders of video-sharing websites possibly convert lower bitrate videos to
higher ones by means of increasing frame rate before uploading. It is similar to the
forensic scene of fake-quality MP3 detection as mentioned in Yang’s work [25]. For
another example, the actual video quality of some bargain-price DV, such as from
TV direct sales or telemarketing, is not so satisfying as boasted “high frame rate” in
the promotion, thus the actual frame rate is deeply doubted. Besides, when splicing
two videos at different frame rates, the lower frame rate one is probably converted
to higher frame rate in order to maintain the coherence of the frame rate in the
resulting video. Therefore, we need some forensic techniques to authenticate video
frame rate and defeat those fake-quality videos. To the best of our knowledge, there
are few relative works in the literature specializing in the detection of fake-quality
videos after frame-rate up-conversion.
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In this paper, we focus on the detection of video frame-rate up-conversion in
a passive way. Based on extensive experiments, we found that most of frame-rate
up-conversion algorithms will introduce some periodic properties into inter-frame
similarity in the resulting video. By analyzing these periodic artifacts, we firstly
propose a simple yet very effective method to expose forged videos in frame rate, and
then estimate their original frame rates. The experimental results evaluated on 100
original videos at different frame rates have shown the effectiveness of the proposed
method. The average detection accuracy can achieve as high as 99 % on noise-free
videos in uncompressed and H.264/AVC formats. Besides, the proposed method is
robust to noise as the detection accuracy could reach over 85 % and 95 % on noised
videos with Gaussian white noise when SNR is 33 db and 36 db respectively.

The rest of the paper is organized as follows. Section 2 describes the model of
frame-rate up-conversion. Section 3 shows the details of the proposed detection
method. Section 4 shows the experimental results and discussions. Finally, conclu-
sions and future works will be given in Section 5.

2 Video frame-rate up-conversion

It is well-known that video frame rate varies across different capturing devices and/or
real applications. For instance, videos taken by mobile cameras are usually at 15 fps
(frames per second) or 20 fps, and those taken by digital cameras are at 24 fps
or 25 fps, while some professional digital video recorders can shoot films with the
frame rate as high as 30 fps or 60 fps. For some practical applications, however,
we could easily convert video frame rate into desired higher one with the aid of
video conversion softwares. In such a case, some extra frames have to be inserted
into the resulting video. To this end, many interpolation algorithms are available
for the frame insertion. The inserted frame f [i] is typically modeled as the linear
combinations of its adjacent frames as follows:

f [i] =
k2∑

j=−k1

w j · f [i + j], j �= 0 (1)

where f [i] denotes the i-th frame in the video, w j is the interpolation weight, and the
considered time window is [−k1, 0)

⋃
(0,+k2], where k1 and k2 are positive integers.

To meet the real-time requirement in practice, we found that in most of popular
video editing softwares, such as ImTOO video converter [15], AVS video converter
[16] and Any video converter [17] from the TopTenReview site [18], only one
adjacent frame is used to create the inserted frame, which means that in formula
(1), k1 = 1, k2 = 0 and w−1 = 1. The positions of these inserted frames are mainly
dependent on the relationship between the original frame rate and the resulting one.
In this way, the video frame rate can be increased into the desired one very quickly
using these video conversion softwares. Please note that there is no visual artifacts in
the resulting video, especially when its original frame rate is higher than 20 fps.

In the following Section 3, we will analyze the statistical artifacts after the above-
mentioned interpolation. We should note that there are some other advanced inter-
polations in the literature, such as motion-based algorithms [2, 3]. However, these
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algorithms are usually time-consuming, and they are not employed in the existing
softwares [18]. If these advanced algorithms are applied, the proposed method should
be modified accordingly. Similar experimental results can be obtained by analyzing
the corresponding interpolation algorithms, e.g. investigating the correlations of
motion data between neighbor frames to detect the motion-based frame interpo-
lations [2, 3].

3 Proposed method

As described previously, several near-duplications will be inserted into the resulting
video after frame-rate up-conversion. It is expected that the similarity between the
inserted frame and the corresponding neighbor will be much larger than that of
two original frames, since the content (pixel values) between two original adjacent
frames will change much more even in a very short time (e.g. 1/60 s), compared
to those near-duplicated inserted ones (the corresponding experimental results and
analysis are given in Section 4.1). Furthermore, since these inserted frames are
presented periodically, the key issue of the proposed method is to determine whether
there exists periodicity or not for those higher similarities in a questionable video
clip. If there is, we will further estimate the period and the original frame rate
for the up-converted video. Therefore, our method includes three steps: (1) inter-
frame similarity measurement; (2) quantization of similarities and (3) estimation of
the original frame rate. More detailed descriptions about the algorithm and time
complexity analysis are given in the following subsections.

3.1 Inter-frame similarity measurement

In our work, we use the SSIM (structural similarity index measurement) [23] to
measure the similarities s[i] between two adjacent frames ( f [i], f [i + 1]) as follows:

s[i] = SSIM( f [i], f [i + 1]) (2)

where i = 1...N − 1, f [i] is the i-th frame in the video and N is total frame number
of a given video.

We use the set of {s[i]|i = 1, 2, . . . N − 1} to denote the inter-frame similarity of a
given video. If i-th frame is an interpolated frame by video frame-rate up-conversion,
the corresponding s[i] is expected to be larger than others. What is more, it is also
observed that such larger values would occur periodically as shown in Fig. 1b. In
Fig. 1, we illustrate the similarities for both original and up-converted videos. In
Fig. 1a, we obtain the test video clip by encoding the raw YUV sequence “akiyo”
at the frame rate 30 fps, while in Fig. 1b, we firstly encode the raw YUV sequence
at the frame rate 24 fps, and then up-converted it into 30 fps. Therefore, both test
videos in Fig. 1 are at the same frame rate of 30 fps.

3.2 Quantization of similarities

For some slow-moving videos, however, the similarities of some adjacent frames in
the original video are very close to those of interpolated ones. In such a case, the
period introduced by the true inserted frames would be significantly confused. In this
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Fig. 1 Illustrations of
inter-frame similarities s[i] for
both original and up-converted
videos. a Original video at
30 fps without up-conversion;
b the up-converted video from
24 fps to 30 fps. The horizontal
axis denotes frame index

(a) Original video at 30fps

(b) Up-converted video from 24fps to 30fps

step, we aim to find a proper threshold to differentiate those frames in the original
video clip and the interpolated frames. To this end, we divide the frame similarities
s[i] into two non-overlapping subsets, that is, the similarity set P due to interpolation
and the similarity set O of original frames. As mentioned in Section 3.1, it is expected
that the values in P would occur periodically and are usually larger than those in O.
In the ideal case, therefore, there exists a threshold τ1, subjecting to

o < τ1 < p,∀o ∈ O,∀p ∈ P (3)

In the quantization step, values less than τ1, namely set of O, are quantized to
zeros, while values greater than τ1, namely P, are set as ones. For all video clips
with different contents, however, it is difficult or impossible to obtain such an ideal
threshold due to the strong similarities between those adjacent original frames. For
instance, Fig. 2 shows the quantized results for Fig. 1a and b with the same threshold
τ1 = 0.995. It is observed that after quantization, most of the original similarities
(see Fig. 2b) will become zeros, and most of the similarities due to interpolation
(comparing Fig. 2a and c) will become ones. In Section 4.2, we will show that the
quantization step will significantly increase the detection accuracies. Please note
that some values supposed to be zeros in O have been quantized to ones and vice
versa. Therefore, those ones after quantization operation in Fig. 2d will not occur
periodically exactly. In next step, we try to estimate the corresponding period from
the “noised” ones.

3.3 Estimation of original frame rate

In order to estimate the period of those quantized similarities in Fig. 2b and d.
We firstly transform them into frequency domain using Discrete Fourier Transform
(DFT) and get the normalized frequency spectrums as shown in Fig. 3a and b,
respectively. Similar to the interpolation properties in digital images [5, 13], the
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(a) Original video before quantization (b) Original video after quantization

(c) Forged video before quantization (d) Forged video after quantization

Fig. 2 Illustrations of quantized similarities s[i] for ‘Akiyo’ in Fig. 1a and b, respectively. The
threshold τ1 in this example is set as 0.995

relationship between the interpolation factors r1/r2 and the positions of peaks fp

in the spectrum domain is as follows:

r1

r2
= 1 − fp or

r1

r2
= fp (4)

Fig. 3 Illustrations of the
Fourier spectrum for ‘Akiyo’
in Fig. 2b and d, respectively.
The horizontal axis indicates
normalized frequencies

(a) Spectrum for Fig. 2 (b)

(b) Spectrum for Fig. 2 (d)
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where r1 and r2 represent the frame rate before and after frame-rate up-conversion
respectively, subjecting to r1 < r2. In our method, a frequency is regarded as a
candidate peak fp if its magnitude is τ2 times greater than the average magnitude
of the whole spectrum. Therefore, the threshold τ2 can be used as the criterion to
distinguish the original video and those up-converted ones, namely, if there exists
such peaks whose magnitudes are τ2 times greater than the average, the video is
classified as a tampered one, vice versa.

Based on our experiments (please refer to Section 4.1 for more details), τ2 is set
as 2.5. In this example, there is no peak in Fig. 3a, and there are two peaks (the
corresponding positions are 0.2 and 0.8) in Fig. 3b, which means that the video shown
in Fig. 3a is an original one, while the video shown in Fig. 3b has been converted from
some lower frame rate r1. In this case, we will further estimate the original frame rate
r1 based on the formula (4):

r1 = (1 − fp) · r2 or r1 = fp · r2 (5)

Please note that video frame rates are usually fixed in practical applications. The
commonly-used frame rates are 15 fps, 20 fps, 24 fps, 25 fps, 30 fps and 60 fps,
respectively. In our method, therefore, we will select the consistent one from the
estimated values r1 with less than 10 % rounding error.

3.4 Time-complexity analysis

As described above, the proposed method includes three steps, that is, inter-frame
similarity measurement, quantization of similarities and estimation of original frame
rate. We will discuss the time-complexity of the proposed method in this section.
We assume that the video resolution is W by H and the frame numbers of a
given video clip is N. Table 1 demonstrates the pseudo-code for each step in the
proposed method, and the corresponding time complexity. From this table, the time-
complexity of the proposed method is mainly dependent on the calculation of SSIM
and DFT in step one and step three respectively. In step one, we calculate the similar-
ities between every two frames using SSIM [23], and the time complexity is O(W HN)
according to [23]. While the time complexity of step three (i.e. computation of DFT)
is O(N log2(N)). Therefore, the total time-complexity of the proposed method is
O(W HN) + O(N log2(N)), which means the computation time is related to the video
resolution and frame numbers.

Table 1 Time complexity analysis of the proposed method

Step Algorithm pseudo-code Time complexity

1 for index:= 1:N-1 N ∗ O(SSIM) = O(W HN)

compute
SSIM(frame(index), frame(index+1)) → s(index);

end
2 for index:= 1:N-1 N ∗ O(1)

quantize s(index);
end

3 compute DFT(s{1:N-1}) → d{1:N-1}; O(N log2(N))

compute MEAN(d{1:N-1}), MAX(d{1:N-1});
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Fig. 4 Distributions for the values in sets of O and P

4 Experimental results and analysis

In our experiments, we randomly collect 100 uncompressed YUV sequences1 with
different contents, including news, sports, surveillance, vehicles and party and so on.
Their resolutions are ranging from 176 × 144 to 1920 × 1080 pixels. Six commonly
used frame rates, that is, 15 fps, 20 fps, 24 fps, 25 fps, 30 fps and 60 fps, have
been tested. For each original YUV sequence, we firstly convert it into a video
with a certain frame rate, and then convert the resulting video with another higher
frame rate using ImTOO video converter[15]. Both uncompressed and H.264/AVC
compressed video clips are employed in our experiments. In all, we obtain 3,000 up-
converted videos with 15 combinations of six different frame rates as the positive
instances. In addition, we compress each original YUV sequence into five different
frame rates (from 20 fps to 60 fps) in both uncompressed and H.264/AVC formats.
In all, there are 1,000 original videos as the negative instances.

4.1 Parameter selection

As described previously, τ1 and τ2 are two important parameters. In the proposed
method, τ1 is used to differentiate the similarities due to original frames and
similarities due to interpolated frames (see Section 3.2), while τ2 serves as a criterion
of determining whether a video has been tampered with frame rate up-conversion
(see Section 3.3). To obtain the two proper thresholds, we show the distributions of
original similarities O and the interpolated ones P in Fig. 4 and the distributions
of the ratios of the largest magnitude against the mean magnitude of the whole
spectrum for both original and up-converted videos in Fig. 5, respectively. From
Fig. 4, it is clearly observed that the values of P concentrate over 0.99, while those of
O are spread around the range of [0.003,0.997] (we cannot show the whole range in
the figure due to the page limitation) and most of them are smaller than values of P.
So it is expected that the proper τ1 should be around 0.99. In addition, from Fig. 5,
it is observed that nearly 80 % ratio values for original videos are centered on the
value of 1, but those values of up-converted videos are distributed over 10. Thus we
expect that the proper τ2 should be less than 10.

1The test video clips are coming from the public website http://trace.eas.asu.edu/yuv/ and AVS
Workgroup (http://www.avs.org.cn/).

http://trace.eas.asu.edu/yuv/
http://www.avs.org.cn/
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Fig. 5 Distributions of the
ratios of the largest magnitude
against the mean magnitude of
the whole spectrum for both
original and converted videos,
respectively

Based on the previous analysis, we set τ1 and τ2 with different values in our
experiments, where τ1 ranges from 0.97 to 1 with a step size of 0.005, τ2 ranges from
1.5 (1.5 > 1) to 10 with a step size of 1 (Please note that smaller step sizes, e.g. 0.001
or 0.1, would increase the detection accuracy with the sacrifice of the time complexity
significantly. Based on our experiments, we found that the proposed steps i.e. 0.005
and 1, can obtain very satisfying detection results.). In all, there are 63 pairs of (τ1,
τ2). To find the best threshold pair, we randomly split the video clips into two non-
overlapping subsets equally, namely, one subset is used for training and another is
used for testing. After that, we apply the 63 pairs of (τ1, τ2) on the training data
to train a reliable classifier under the principle of minimizing detection error rate,
and then evaluate the classifier on the testing data. We repeat this process ten times
and find that the best threshold pair (τ1, τ2) (when τ1 = 0.995 and τ2 = 2.5) is steady
for every iteration. The ten detection accuracies evaluated on the testing data are
demonstrated in Fig. 6. It is observed from the figure that the average detection
accuracies are all above 99.6 % with a small deviation, which means the proposed
method is effective for those videos with different contents.

4.2 Results and analysis

Based on previous experimental analysis, therefore, we set τ1 = 0.995 and τ2 = 2.5 in
the following experiments. Tables 2 and 3 shows the detection results for uncom-
pressed videos and H.264 compressed videos in different cases of frame-rate up-
conversion. The average detection accuracy is computed as 1 − (F NR + F PR)/2,
where F NR denotes the False Negative Rate and F PR denotes False Positive Rate.
From the tables, it is clearly observed that the proposed method works very well.

Fig. 6 Detection accuracies for ten iterations of testing. The x-axis presents the ten iterations of tests
and y-axis is the detection accuracy on testing set
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Table 2 Average detection
accuracies for uncompressed
videos (%)

Original Resulting False False Average
frame rate frame rate positive negative detection

rate rate accuracy

15 20 0 0 100
15 24 0 0 100
20 0 100
15 25 1 0 99.5
20 0 99.5
24 1 99
15 30 0 0 100
20 0 100
24 0 100
25 1 99.5
15 60 0 0 100
20 0 100
24 0 100
25 0 100
30 0 100

Most average accuracies are over 99 %. We should note that the detection rate is
relatively lower when detecting up-converted videos converted from 24 fps to 25 fps.
The main reason is that there is only one inserted frame into every 24 frames per
second. Usually, such an inserted frame is easily quantized to zero with the threshold
τ1, especially for the compressed videos (please compare the corresponding results
in Tables 2 and 3). Furthermore, the original frames with high similarities (that is,
those values in set O are quantized to ones) will also significantly confuse the period
introduced by the true inserted frames in such cases.

In the following, therefore, we want to evaluate whether it is necessary to quantify
the similarities (i.e. Step 2 described in Section 3.2) with a threshold τ1, namely, is
it better to estimate the frame rate from Fig. 2c directly rather than Fig. 2d? To

Table 3 Average detection
accuracies for H.264/AVC
videos (%)

Original Resulting False False Average
frame rate frame rate positive negative detection

rate rate accuracy

15 20 0 0 100
15 24 2 0 99
20 0 99
15 25 1 0 99.5
20 0 99.5
24 5 97
15 30 0 0 100
20 0 100
24 0 100
25 0 100
15 60 0 0 100
20 0 100
24 0 100
25 0 100
30 0 100
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Fig. 7 Detection accuracies with and without quantization

this end, we evaluate the method without quantization on different cases of frame
rate up-conversion and obtain the average detection accuracies, which are shown in
Fig. 7 compared to results of the proposed method with quantization. Here, the x-axis
indicates the original frame rate F R1 and the resulting frame rate F R2 after frame-
rate up-conversion. The red line and the dash blue line denote the average detection
accuracies for the methods with and without quantization operation. It is clearly
observed that the quantization operation can improve the detection performances
significantly in most cases, especially in the case of converting 24 fps to 25 fps, where
the average improvement is as high as 77.5 %.

4.3 Robustness against noise contamination

In the previous section, we just consider the robustness against lossy H.264 compres-
sion, which is the most popular operation in digital video. Besides of this, we also
take noise contamination into consideration. In doing so, we may perform some de-
noising operations before using the proposed method, for example, we may apply a

Table 4 Average detection
accuracies (%) for noised
videos where SNR=33 db

Original Resulting False False Average
frame rate frame rate positive negative detection

rate rate accuracy

15 20 1 28 85.5
15 24 1 28 85.5
20 24 87.5
15 25 1 27 86
20 32 83.5
24 30 84.5
15 30 1 24 87.5
20 26 86.5
24 33 83
25 31 84
15 60 1 27 86
20 25 87
24 31 84
25 29 85
30 25 87
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Table 5 Average detection
accuracies (%) for noised
videos where SNR=36 db

Original Resulting False False Average
frame rate frame rate positive negative detection

rate rate accuracy

15 20 1 7 96
15 24 1 5 97
20 24 87.5
15 25 1 7 96
20 12 93.5
24 10 94.5
15 30 1 1 99
20 3 98
24 11 94
25 14 92.5
15 60 1 10 94.5
20 6 96.5
24 7 96
25 7 96
30 3 98

mean filter with a 4 × 4 kernel to reduce the noise. In the experiment, we evaluate
the proposed method on those noised videos with different strengths, i.e. 33 db,
36 db. The experimental results are shown in Tables 4 and 5 respectively. From these
tables, it is observed that the results are satisfactory when the noise strength is 36 db.
However, when the noise is strong such as 33 db, the average detection accuracy
drops to 85.5 %. Please note that we employ the same thresholds i.e. τ1 = 0.995
and τ2 = 2.5 in these tables. The performances of the proposed method could be
improved if we adjust the thresholds. For example, we could reduce the threshold
τ2 slightly, such as 0.99 to reduce the F NR (False Negative Rate) as shown in the
following Table 4. However, there is a tradeoff between the F PR (False Positive
Rate) and F NR. To achieve more proper thresholds, those noised videos with
different strengths should be included in the training stage. Besides, other advanced
de-noising methods can be applied before using the proposed method.

5 Concluding remarks and future works

Video frame-rate up-conversion is one of the commonly used operations for tam-
pering digital videos in the temporal domain. Based on our extensive experiments,
we found that such operation in most of popular video editing softwares [18] has
to insert some frames into original frames periodically. By analyzing the similarities
between adjacent frames for a questionable video sequence, it is possible to find out
the inserted frames and estimate their corresponding period. In this paper, we first
present a simple yet very effective method to expose such tampered videos after
frame-rate up-conversion based on the periodic properties of inter-frame similarity,
and further to estimate the original frame rate. The experimental results evaluated
on 100 original videos at different frame rates have shown the effectiveness of the
proposed method. The average detection accuracy can achieve as high as 99 % on
noise-free videos in uncompressed and H.264/AVC formats. Besides, the proposed
method is robust to noise as the detection accuracy could reach over 85 % and 95 %
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on noised videos with Gaussian white noise when SNR is equal to 33 db and 36 db
respectively.

In our future work, we will extend our method to identify tampered videos using
more advanced frame interpolated algorithms reported in the literature, such as [2]
and [3]. If these advanced interpolation algorithms are employed, the first step of the
proposed method has to be modified according to the specific interpolation algorithm
under investigation. For example, a motion-compensation based frame interpolation
[2, 3] may leave some traces in the motion information of the inserted frames, such
as motion vectors or residuals. In such a case, we may measure the frame similarity
based on the motion vectors in the step one. Please note that since the inserted frames
would also occur periodically, the last two steps in the proposed method could also
be applied similarly. Besides of this, other advanced de-noising methods would be
taken into consideration to further improve the robustness of the proposed method.
Furthermore, we will investigate whether it is possible to expose videos after frame-
rate down-conversion in our future work.
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