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Abstract This paper proposes a cost-effective and edge-directed image super-resolution
scheme. Image super-resolution (image magnification) is an enthusiastic research area and is
desired in a variety of applications. The basic idea of the proposed scheme is based on the
concept of multi-kernel approach. Various stencils have been defined on the basis of
geometrical regularities. This set of stencils is associated with the set of kernels. The value
of a re-sampling pixel is obtained by calculating the weighted average of the pixels in the
selected kernel. The time complexity of the proposed scheme is as low as that of classical
linear interpolation techniques, but the visual quality is more appealing because of the edge-
orientation property. The experimental results and analysis show that proposed scheme
provides a good combination of visual quality and time complexity.

Keywords Super-resolution . Stencil . Geometrical regularity . Kernel . Edge-directed

1 Introduction

Image super-resolution increases the pixel density of low resolution (LR) images to obtain
high resolution (HR) images while preserving the geometrical regularities of the original LR
image. The terms magnification [24], super-resolution [4, 22, 40], image scaling [37],
zooming [3] and up-sampling [23, 39] have been used interchangeably in literature for
image super-resolution. The resolution of digital devices (e.g. cell phone, surveillance
cameras etc.) is often limited by the low-cost imaging sensors. LR images obtained from
low-resolution digital devices are enlarged to effectively utilize the growing capabilities of
high resolution displays (e.g. high definition LCDs). The high resolution images are used in
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many applications for a wide variety of purposes. In medical imaging, HR images are
studied for analysis and diagnoses where it can be enormously complicated from LR images.
High quality video conferencing and Blu-ray movies effectively use resolution-enhancing
technology. For this purpose, in order to obtain HR images from LR images taken by low-
cost digital devices or to acquire high definition videos from existing standard footage is
becoming growing demand. Furthermore, web videos need video sequence enhancement
[29] because web videos are stored in low quality due to limited bandwidth and server
storage. Thus low resolution images cannot be converted to HR image arbitrarily. Super-
resolution(SR) can be recovered by taking into account the original detail of the low
resolution image to preserve the geometrical regularities of the LR image.

Various digital image magnification techniques have been used to construct super-
resolution from LR images by preserving the image detail. The traditional zooming schemes
generating an SR image normally requires multiple LR images as an input to compute the
details of the edges orientations. The reconstruction of the SR image is either based on prior
information or rational supposition about the observation model that constructs the magni-
fied image from the LR images. The reconstruction considers the problem in the inverse
direction to compute the original details about the geometrical regularities of the SR image
by fusing one or more LR images [4, 22, 32]. However due to less number of LR images for
prior knowledge map model and ill-conditioned registration problems, the quality of the
magnified image is generally quite poor. Several schemes have been proposed to fix these
problems [34]. Some machine learning based zooming schemes construct HR images using
prior-knowledge learned by computing the co-occurrence between LR and HR image
patches [12, 26, 27, 30]. A set of LR images and their corresponding high quality HR image
patches are stored in the database. The zooming algorithm is trained by stored LR and HR
image patches in the database, such techniques have certain limitations due to the depen-
dency on various parameters e.g. numbers and type of the images in training dataset and size
of the dictionary-atoms trained from the generic training images. The quality and running
time of machine learning based schemes get change on variation of these parameters. They
also have high time complexity. Therefore these schemes cannot be used for soft-real time
applications (e.g. mobile, theater, radar, and printer etc. application). There must be a
tradeoff between time complexity and image quality. Interpolation based zooming schemes
are frequently used when working with a single image [8, 14, 28]. Most prevailing
interpolation techniques are nearest neighbor (NN), bilinear and bicubic [1, 2, 21]. These
interpolation schemes are non-adaptive and computationally very simple. They also suffer
from the problems of aliasing, blurring and edge halo. However, they are used frequently in
many applications to date. Various edge directed and adaptive non-linear interpolation
schemes have been developed to minimize the problems faced by non-adaptive interpolation
schemes [23–25, 28]. They determine the re-sampling information according to the geomet-
rical regularities. On one hand these schemes have low time complexity, but on the other
hand produce unwanted artifacts by ignoring the texture invariance and smoothness
information.

The aim of this paper is to provide a cost-effective zooming scheme that combines the
high quality of the reconstruction and time complexity. Our approach is motivated by recent
work on interpolation [7, 23–25, 28] and various edges detection filters [13]. The basic idea
of the proposed scheme is to define various stencils GS j based on geometrical regularities.
The weight of each pixel in the pattern GS j associated with kernel< k is computed. Then the
weighted average value of the sampling points in the kernel < k is assigned to re-sampling
point. Thus, a high quality SR image is produced from a LR image. The experimental results
prove the superiority of the proposed technique not only in visual results but also in
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quantitative analysis as compared with other recent well know zooming schemes[24, 40] as
well as classic interpolation techniques e.g. bicubic. The computational time is also appro-
priate and suitable for applications that need real time response.

The rest of the paper is organized as follows: Section 2 describes the related work,
Section 3 presents the proposed scheme, Section 4 describes in detail the experimental
results and analysis, and Section 5 concludes the paper with brief remarks.

2 Related work

This section summarizes the major categories of the techniques presented in literature for the
task of image magnification. There are various image zooming schemes, which are used in
many reputed commercial image processing tools e.g. Adobe Photoshop, Windows Photo
viewer and IrfanView [1, 16, 17, 19] etc. For instance nearest neighbor (NN) is the most
basic and simplest non-adaptive interpolation technique. It needs the least execution time of
all the interpolation schemes because it only considers the nearest one pixel to the interpo-
lated point. The arrow in Fig. 1a shows the assignment of the closest pixel to the re-sampling
(interpolated) point u(x, y). NN is also called pixel replication because it has the effect of
simply making each pixel larger by replication. Bilinear interpolation comparatively gives
good visual result than NN because it considers the nearest 2 × 2 neighborhood of the known
pixels (sampling points) values surrounding the unknown (interpolated) pixel u(x, y).
Figure 1b shows that x, y are the coordinates of the interpolated pixel and x, y with subscript
are the coordinates of the sampling pixels surrounding the interpolated pixels. Bilinear
interpolation takes a weighted average of these 4 sampling points to arrive at its final
interpolated value as

u x; yð Þ ¼ x2 � xð Þ y2 � yð Þ
x2 � x1ð Þ y2 � y1ð Þ u x1; y1ð Þ þ x� x1ð Þ y2 � yð Þ

x2 � x1ð Þ y2 � y1ð Þ u x2; y1ð Þ

þ x2 � xð Þ y� y1ð Þ
x2 � x1ð Þ y2 � y1ð Þ u x1; y2ð Þ þ x� x1ð Þ y� y1ð Þ

x2 � x1ð Þ y2 � y1ð Þ u x2; y2ð Þ ð1Þ

u x; yð Þ ¼ w1u x1; y1ð Þ þ w2u x2; y1ð Þ þ w3u x1; y2ð Þ þ w4u x2; y2ð Þ ð2Þ
where u(x, y) is the re-sampling pixel and u(x1, y1), u(x2, y1), u(x1, y2), and u(x2, y2), are the

Fig. 1 a Nearest Neighbor uses the value of the nearest pixel b Bilinear uses 4 neighboring pixels c Bicubic
uses 16 nearest pixels
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intensity values of the sampling pixels surrounding the re-sampling pixel. From the Fig. 1
(b), each weight is equivalent to the normalized distance between the re-sampling pixel u(x,
y) and diagonally opposite pixel i.e. u(x2, y1) is diagonally opposite to u(x1, y2) and weight of
u(x2, y1) is w2. Bilinear interpolation also suffer from unwanted artifacts but it is compar-
atively good than nearest neighboring algorithm. Bicubic scheme goes one step beyond
bilinear algorithm by considering the nearest 4 × 4 neighborhood of known pixels i.e.
sixteen pixels in total. Pixel closer to the re-sampling point gets the higher weight in the
computation. Interpolated point u(x, y) can be calculated as:

u x; yð Þ ¼
X4
r¼1

X4
c¼1

arcu xr; ycð Þ ð3Þ

The gradients are calculated in both x and y directions and also across the four corners of
the grid square in bicubic. It produces 16 equations which determine the coefficients arc
where r01,2.. 4, c01, 2, .. 4 as explained in [21, 31]. Bicubic algorithm achieves compar-
atively sharp and attractive visual results than NN and bilinear. For this reason bicubic
scheme is a standard in many image editing programs e.g. Adobe Photoshop, printer drivers,
and in-camera interpolation etc. However it suffers from blurring and blocking-effect due to
its non-adaptive nature. A number of adaptive and nonlinear schemes have been proposed
[5, 21, 24, 28, 34] to overcome the problems associated with non-adaptive schemes. For
instance, Lee and Yoon [23] presented an edge-directed up-sampling method based on the
radial basis function interpolation. It is a non-linear method which determines re-sampling
information according to the geometrical regularities. Kim et al. [25] introduced a partial
differential-equation based curvature interpolation method. Jurio et al. [24] has proposed an
“Image magnification using interval information” (IInfo) that associates each pixel with an
interval F(qij, δ.w) obtained by weighted aggregation of the pixels in its neighborhood.

F qij; d:w
� � ¼ qij 1� d:wð Þ; qij 1� d:wð Þ þ d:w

� � ð4Þ
w is the difference between the largest and the smallest intensities of the pixels in kernel. F
(qij, δ.w) has been explained in detail in [24]. The magnified image obtains from the interval and
with a linear Kα operator. The reader can find more detail about Kα operator in [24]. Such
techniques also ignore some important features e.g. texture invariance and geometrical invari-
ance information, which causes aliasing and blurring artifacts in zoomed image. Reconstruction
based zooming schemes were developed to reduce the aliasing effects of the conventional
magnification techniques [20, 38]. Mallat et al. [29] computed a set of inverse problem
estimators by adaptively fusing a class of linear estimators corresponding to different priors.
Then coefficients of blocks in a frame providing sparse signal representation were used to
compute the sparse mixing weights. In [35], the image registration parameters function based
on a marginalization over the unidentified SR image problem was treated by the Bayesian
approach, which allows [35] to approximate the unknown point spread function. Baker and
Kanade [4] proposed a SR scheme that gains prior knowledge for specific classes of LR images
and makes use of this prior knowledge to construct the HR image. The visual quality of the
zooming schemes based on reconstruction also produce some blurring and blocking effects in
SR images due to less number of LR images for prior knowledge map model and ill-
conditioned registration problems. Machine learning based algorithms have also been devel-
oped to minimize the unwanted artifacts. Gajjar & Joshi [12] proposed a new discrete wavelet
transform based approach for learning that uses a group of LR images and their corresponding
HR images. The prior model of [12] is based on an inhomogeneous Gaussian Markov random
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field. Freeman et al. [10] suggested an example-based Markov Random Field (MRF) classifier
to convert LR image to HR image. This approach was enhanced by Sun et al. [33] by using
Primal Sketch priors to refine sharp luminance variation. Yang et al. [40] proposed a zooming
scheme “Image Super-Resolution Via Sparse Representation” (SpR) that calculate sparse
representation coefficientsα for each patch y of the LR input image, and then use α to construct
high resolution patch x of the HR image. To be more specific, let D ∈ Rnxk be a dictionary of
sparse representation of k bases functions where k > n and assume a signal x ∈ Rn can be
represented as a sparse linear combination with respect to D i.e. x can be written as x0Dα
where α ∈ Rk. α can be optimized as

min
a

Da � yk k22þb ak k1 ð5Þ

where β is the parameter to balance sparsity and fidelity of the approximation to y. The patch x
is used to construct the HR image. It uses gradient decent to find the zoomed image closest to
HR image which satisfies the reconstruction constraint [40]. It has comparatively good result
then previous zooming schemes but due to high time complexity and limitations [10, 12, 30, 33,
40] it cannot be incorporated in real time application. In the following section, we present a
zooming technique which provides an ideal combination of good quality and low time
complexity.

3 Proposed methodology

Suppose u is a low resolution (LR) image of the size m×n and ũ is the corresponding 1-times
zoomed image of size N×M i.e. n0N/1, m0M/1. Initially the geometrical transformation of
LR image u is performed by factor 1, which can be written as

u
0
x

0
; y

0
� �

¼ lx 0
0 ly

� 	
xi
yj

� 	
ð6Þ

where x' and y' are the coordinates of the geometrically transformed image u'. 1x, and 1y in
Eq. (6) are the zooming scales in horizontal and vertical directions, respectively. This
transformed image u' contains undefined pixels, i.e. re-sampling points (undefined pixels).
Assume ƒ is an ordinary linear zooming function, which is applied to u' in order to compute
the re-sampling points as

eu ¼ f u
0

� �
þ " ð7Þ

where e is the error, i.e. undesirable artifacts, which gets introduce during zooming process.
ũ is the magnified image. e must be reduced to suppress the annoying artifacts. In order to
avoid this drawback, the interpolator < k of the proposed technique has been designed to
maintain the knowledge of high resolution covariance, smoothness, and texture of the source
image. < k is an edge-oriented interpolator which minimizes the occurrence of aliasing
frequencies e. Assuming that ƒ' is the zooming function of proposed technique, it must
fulfill the following property:

eu� " � f
0 ðuÞ �< k ð8Þ

The edge-orientation property of the proposed interpolator < k adjusts the interpolation
coefficient to match the local geometrical regularities of the LR image. The geometrical
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regularities are the high frequencies across the boundaries angles and smooth intensities
along these boundaries orientation. The proposed interpolator maintains both geometrical
regularities as well as texture inside the regions of high frequencies, which consist on
original details of the source image. Particularly, conventional interpolation schemes are
non-adaptive and use only one interpolation kernel, which produces noise during the
interpolation process. The proposed interpolation scheme is adaptive and uses thirty three
interpolation kernels. It is implemented on a domain in ℝ2, involving a range of pixels. The
proposed technique uses different numbers of pixels depending on their pattern in the
geometrical stencils. Figure 2 shows various geometrical stencils GS j (interpolation region),
GS j ⊂ u where j denotes the number of pixels in each stencil, which play a significant role in
the construction of re-sampling points. Moreover different gray-shades (in the form of grid)
in Fig. 2 represent the orientation of frequencies. The dark gray-shade indicates the shape of
the stencil. Sampling points (known pixels) inside the stencil are considered to compute the
re-sampling point, while other pixels in the white region are excluded from computation.
Hence, the interpolation kernel < k consists of geometrical stencils GS j having variant
number of sampling points under the shifting of high frequencies in different directions. Let
P be an interpolating point

< k Gsj Pð Þ� �
: fvi : i ¼ 1; 2; . . . n; vi 2 Gsj; j ¼ ng

where i in vi indicates the position of sampling point in stencil based on geometrical
regularities and n shows the total number of these sampling vertices in GS j associated with
interpolation kernel< k. Therefore the kernel< k can be pre-calculated, and then it is applied
to compute the re-sampling point. This feature of the proposed technique allows fast
calculation of the re-sampling pixels as that of bicubic technique [1, 2, 14], but the
orientation-adaptive property makes it more accurate than the bicubic technique.

GS j reveal thirty three different interpolation kernels< k where k01, 2…33. Only fifteen
kernels are shown in Fig. 2. The proposed technique divides the kernel into different
interpolation regions due the shifting of high frequencies in different directions. Figure 2
(a) is the type of interpolation kernel that considers the entire interpolating pixels i.e.
constant interpolation region. Figure 2(b) shows the diagonal edges from right, left, top
and bottom direction that divides the interpolation area of the interpolator < k in to two
different interpolation regions. Hence, Fig. 2(c) indicates various stencils GS j in different
directions based on high frequencies variations from only left side of the interpolation
kernel. It can be also from right, top and bottom directions. The vertical and horizontal
edges are also shown in Fig. 2(d). Thus, the kernel < k chooses appropriate sampling pixels
while excluding other unsuitable sampling points. To make sure that all the sampling points
inside a stencil of particular interpolation kernel have dispersion less than a threshold θ. For

Fig. 2 Edge-directed interpolators formed by different stencils based on the geometrical regularities. The plus
sign in the grid indicates the re-sampling pixel. White and gray-shad show the geometrical regularities. The
circular dots represent the interpolating sampling points
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this purpose, the standard deviation σΨ is computed to avoid the inclusion of discontinuity
inside each stencil and aliasing effect around the edges, as

σy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼a

ðμ� viÞ2
n

s
ð9Þ

where μ is the mean of the sampling points in stencil GS j associated with selected
kernel < k and V i represents the sampling points inside the stencil. If the standard
deviation σΨ of a particular stencil is less than the threshold θ, i.e. dispersion among
the frequencies of sampling points is insignificant then all the sampling points are
appropriate to be considered inside a stencil GS j. Figure 2(a) indicates that the
dispersion among the frequencies of all sampling pixels is less than threshold θ. This
includes all sixteen interpolating vertices to compute the re-sampling point. Hence,
Fig. 2(b) includes ten sampling points that have dispersion σΨ less than θ. It works
similarly for all stencils GS j associated with each type of kernel < k. To preserve the
texture of the interpolation region and sharpness constraint across the edges orienta-
tion, the weight of each sampling point is calculated. In order to calculate the weight
of sampling point inside a stencil, the distance of individual sampling point V i is
calculated from the re-sampling point ℙ as

dvi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2x þ d2y

q
ð10Þ

where d2x and d2y are the difference of sampling point (x, y) from the re-sampling

point ℙ (xp, yp) i.e. d2x ¼ ðx� xpÞ2; d2y ¼ ðy� ypÞ2 . The sum of the distance of each

sampling point (computed in Eq. 10) inside interpolation region of the kernel is
computed as

DGvi
¼

Xn
i

dvi ð11Þ

where DGvi is the total distance of the sampling points in the interpolation region of
the kernel. The weight of each individual pixel in GS j associated to a kernel < k can
be computed as

Wvi ¼ DGvi � dvið Þ ð12Þ
In order to compute the re-sampling point ℙ, the weighted average of the interpolation

kernel is computed as

P ¼
Pn
i¼a

ykðGSjÞWviPn
i¼a

Wvi

ð13Þ

In Section 4, experimental results show the accuracy and precision of the re-sampled
value ℙ. It preserves the geometrical regularities as well as the texture inside high frequen-
cies of the magnified image. The statistics of coefficients of cross correlation (CCC) in
Table 2 (Section 4.2.2) show that the computed frequencies of the zoomed image have a high
correlation with original details. The qualitative outcomes also proved the high quality of the
proposed technique. The proposed technique can be summarized as follows
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Algorithm:

1 Input: Original LR image u of size m×n
2 Geometrical Transformations: u' geometrically transformed 1-times using Eq. (6).
3 Edge-directed interpolation

3.1 Precalculation steps

i. Define various stencils GS j (interpolation region) based on Geometrical
Regularities

ii. Associate each stencils with kernel < k

3.2 Compute the weight of each sampling point in stencil GS j associated with Ψk using
Eqs. 10, 11 and 12

3.3 Compute the value of the sampling point ℙ using Eq. (13)
3.4 [Repeat step 3.2 and 3.3 for u' until all sampling points are calculated]

4 Output: Image ũ of size N×M i.e. n0N/1, m0M/1.

3.1 Applications

The proposed technique can be used to magnify the grayscale image by factor 1 .
Figure 3 shows a flow chart of the proposed scheme for gray-scale image. For the
color image, the proposed technique uses YCbCr color space. The benefit of YCbCr
color space is based on the features of the human visual perception where Y
component denotes the luma i.e. the brightness, Cb is the blue difference (B-Y)
and Cr is the red difference (R-Y). The human eye is more perceptive for the luma
as compared to chrominance information. The proposed technique gives less impor-
tance to the color information because their signals are smoother than the luma’s
signals. This effect has been shown in Figs. 4 and 5. Thus Cb and Cr components
of the source image are magnified by the linear interpolation method [1, 2]. It
interpolates the re-sampling points from the nearest four mapped sample points. In
each dimension, computes and estimates two linear interpolation functions. As it was
assumed earlier that u is a two-dimensional source image, for an arbitrary re-
sampling point (x,y) in u, the bilinear interpolation [1, 2] equations are :

Fig. 3 Flow chart of the proposed scheme for gray-scale image
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uy1 ¼ u11 þ u21�u11
x2�x1

x� x1ð Þ
uy2 ¼ u12 þ u22�u12

x2�x1
x� x1ð Þ

uðx; yÞ ¼ uy1 þ uy2�uy1
y2�y1

y� y1ð Þ
ð14Þ

Fig. 4 Flow chart of the proposed technique for color image

Fig. 5 The components of YCbCr color space i.e. Y (Luma), Cb and Cr
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Assume uYCbCr is a color image and uY, uCb and uCr denote Y, Cb and Cr components
respectively. The proposed techniques applies only on the uY component of the image
uYCbCr and uCb, uCr are magnified using Eq. (9). Experimental results show that the visual
quality of the zoomed image is appealing using this approach. The flow chart of the
proposed technique for color image has been shown in Fig. 4.

4 Experimental results and analysis

A range of image quality assessment methods have been used for the evaluation of zooming
techniques with no compromise on any standard schemes. In order to properly assess the
proposed technique a number of experiments were conducted. The following sections
provide the details of the experimental results and analysis.

4.1 Dataset

This sub-section describes about the source of the images used for comparison purposes.
Images were taken from the websites of Computer Vision Group (CVG) Department of
Computer Science and Artificial Intelligence, University of Granada [15] and Center for
Image Processing Research (CIPR) Electrical, Computer, and Systems Engineering Depart-
ment of Rensselaer Polytechnic Institute [18]. Images downloaded from CIPR are originally
Kodak and are in Raster file format having resolution 768 × 512. Most of the images
downloaded from CVG are in PBM or PGM format having resolution 512×512. To achieve
consistency in the size and format of the images, we adjusted the size of Kodak images to
512×512 using bicubic algorithm and convert these images into single format which is
PGM. In this paper, fifty standard gray-scale images, each of the size 512 × 512 have been
used for the quantitative analysis of the proposed technique.

4.2 Quantitative evaluation

In this sub-section, the procedure of the quantitative analysis is described. For the purpose of
comparison, six sub-images Sk0{S1, S2… S6} where Sk ∈ u (original source image of size
512×512) with resolution 128×128 are cropped randomly from the source image as shown
in Fig. 6. These random sub-images Sk are down-sampled to sk0{s1, s2… s6} by factor 10

0.5. Then these reduced sub-images sk are zoomed by factor 102 to S0k ¼ S01 ; S02 . . . S
0
6

� �
using the proposed technique, as well as the nearest-neighbor (NN), bilinear, bicubic and the
two latest techniques, SpR[40] and IInfo[24]. The software for SpR and IInfo were provided
by the authors and for three other classic interpolations, we used software implemented in

MATLAB R2011b. Now there are two sets of sub-images Sk and S0k (Magnified by
mentioned zooming schemes to the size of Sk). Next, different evaluation metrics are applied

on these two sets of images (Sk and S0k ) which will be discussed in subsequent section in
detail. The image quality assessment metrics scores obtained in comparison for six sub-
images are then averaged to get single values for each image. Table 1 denotes image quality
evaluation metrics scores for each zooming technique computed from fruit image and
average score is highlighted by bold letters. Figure 6 and Table 1 show the brief description
of the computational procedure for quantitative analysis. This procedure of assessment has
been applied on fifty original source images each of size 512×512. Moreover the algorithm
provided by Jurio et al. [24] is only for gray-scale images. There are no such hints about
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color image magnification in [24] and all its experimental results consist on gray-scale
images. Yang et al. [40] uses YCbCr color space for color image magnification, but the
algorithm of SpR only applies on Y component of the image. For other two components Cb
and Cr, SpR uses bicubic algorithm. Therefore, to compare purely the zooming schemes
under consideration, only gray-scale images were used for evaluation.

4.2.1 Image quality assessment metrics

In order to compare the proposed technique with other mentioned prominent zooming
schemes, three objective image quality assessment metrics were used, which are cross-
correlation coefficient (CCC) [5, 6], mean absolute error (MAE) [2, 28, 36]and peak signal
to noise ratio (PSNR)[6, 24, 40]. CCC is a quantity that gives the quality of a least squares
fitting to the original data. CCC calculates that how much the zoomed sub-images S'k
computed by a particular zooming technique is closely related to original sub-images Sk
(cropped from source image u). The value of CCC is in range of 0 and 1, i.e. value near to
zero shows poor quality of the magnification technique and vice versa. CCC is computed

between source sub-images Sk and its corresponding zoomed sub-images S0k as

Co varianceð Sk; S0kÞ ¼
X

x¼1;y¼1

S0kðx; yÞ:Sk ðx; yÞ � R:C:μS0k
:μSk ð15Þ

Co variance ðS0k; S0kÞ ¼
X

x¼1;y¼1

S0k
2ðx; yÞ � R:C:μ2

S0k
ð16Þ

Co varianceðSk; SkÞ ¼
X

x¼1;y¼1

S2kðx; yÞ � R:C:μ2
Sk

ð17Þ

CCCk ¼ Co var ianceð Sk; S0kÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Co variance ðS0k; S0kÞ � Co var ianceðSk; SkÞ

p










 ð18Þ

where R, C, μS0k and μSk indicate numbers of rows, number of columns, the mean of source
sub-images Sk and the mean of zoomed images S0k , respectively. Equation (15) is a measure
of association between two sub-images Sk and S0k . Equation (16) and Eq. (17) are better
known as the variance of S0k and Sk respectively. CCCk denotes coefficient of the cross-

Fig. 6 u is a source image and S1, S2, S3, S4, S5, and S6 are cropped random sample images of source image u
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correlation for each sub-image where k01,2… 6. The average of CCCk is calculated in Eq.
(19) to get single value for each image.

μCCCk
¼

P
k¼1

CCCk

ns
ð19Þ

where μCCCk
represents average of CCCk and ns is the number of randomly cropped sub-

images i.e. ns06 as shown in Fig. 6. μCCCk
is computed for fifty images downloaded from

open standard databases [15] and [18]. The MAE is also an image quality assessment metric
which is relatively simple computationally. It involves summing the magnitudes (absolute
values) of the errors to obtain the ‘total error’ and then dividing the total error by the size of
an image. Equations (20) and (21) compute the total error between the original luminance
information of Sk and the computed luminance information of S

0
k
. It has also been applied

on the same fifty images. The greater value of MAE indicates the weakness of the
magnification technique and vice versa.

MAEk ¼

P
x¼1;y¼1

S
0

k x; yð Þ � Sk x; yð Þ



 




R:C
ð20Þ

Where MAEk illustrates mean absolute error of each cropped sub-image where k0
1, 2…6. R.C is the size of sub-image. It also follows the same approach as that of
CCC. Equation (21) calculates the average value of MAEk to acquire single value for
each large image.

μMAEk
¼

P
k¼1

MAEk

ns
ð21Þ

where μMAEk
is the average value of MAEk. ns is the number of sub-images which

are six in number. k run from one to six. The peak signal to noise ratio assesses
quality of the magnified image. It is the ratio between the strength of the corrupting
noise and the strength of the maximum achievable power of the signal. The signal
represents the original pixel information and the noise is the error introduced during
the magnification process. It is an approximation of the magnification’s technique
superiority to human insight. A higher value of PSNR illustrate that the magnification
scheme is of higher quality and vice versa. Equation (22) calculates PSNR for each
randomly cropped sub-image where MSEk (Eq. 23) is the mean squared error of the
corresponding sub-image and its zoomed version. MSEk involves a sequence of two
simple steps. First, total square error is obtained by calculating the sum of the
individual squared errors i.e. each error influences the total in proportion to its square,
rather than its magnitude. As a result, large errors have a comparatively larger impact
on the total square error than do the smaller errors. This means that the total square
error will raise as the total error is focused within a reducing number of increasingly
large individual error. Total square error, then is divided by the size of sub-image
incorporated which produces the MSEk. In Eq. (24), the average PSNR is calculated
for the sample images calculated in Eq. (22) to obtain single value for each source
image.

PSNRk ¼ 20� log10
fmffiffiffiffiffiffiffiffiffiffiffiffi
MSEk

p
� �

ð22Þ
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MSEk ¼

P
x¼1;y¼1

S0k x; yð Þ � Sk x; yð Þ� �2
R:C

ð23Þ

μPSNRk
¼

P
k
PSNRk

ns
ð24Þ

where fm in Eq. (22) is the maximum fluctuation in the input image data type (e.g. for
unsigned 8-bit integer fm0255 and for double-precision floating point fm01). The same
methodology of computation as earlier for CCC and MAE is also adopted for PSNR

The proposed technique was also evaluated by Mean Opinion Score (MOS) based on a
subjective User Studies base criterion. This method of assessment was used by Furini et al.
[8] and others [9, 11]. The MOS test can also be used to evaluate the quality of the
magnification technique. Both source image and zoomed image (magnified by proposed
scheme and other mentioned techniques) are examined by the users and then they are asked
to rate the quality of the magnification technique i.e. scale from 1 (bad quality) to 5 (good
quality). Both source and zoomed version of the images were presented to three users for
evaluation.

4.2.2 Quantitative results and discussion

In this sub-section, the comparison of the proposed technique is performed with five
zooming schemes: NN, bilinear, bicubic, SpR[40] and IInfo[24]. NN, bilinear, bicubic and
IInfo are interpolation based algorithms and SpR is machine learning based algorithm.
Table 2 shows the scores of CCC (μCCCk

) for twenty five images. The bottom line of the
Table 2 presents the average score of fifty images. The proposed zooming scheme clearly
dominates other zooming techniques by consistently achieving the highest score. The
average scores for fifty images at the bottom line also prove the high quality of the proposed
technique. SpR and IInfo has relatively low values close to NN but the visual result of both
schemes are good than NN. IInfo has the lowest coefficient for cross correlation. The overall
result of the proposed technique is comparatively good than bicubic algorithm but higher
than other zooming techniques. This consistency in obtaining higher values of CCC (μCCCk

)
proves that the proposed technique is more effective than other zooming schemes and have a
high correlation with original details

The results of MAE (μMAEk
) are listed in Table 3. The outcomes can be easily examined

to make the required judgment. The average of fifty images in the last tuple of Table 3
notifies that the proposed technique produces minimum error while computing the re-
sampling point. The signal error of the proposed technique is less than bicubic as well as
other algorithms due to the edge-orientation adaptive property.

Table 4 shows values of PSNR (μPSNRk
) for twenty five images and average of fifty

standard images at last line. By assessing carefully the results listed in Table 4 demonstrate
the excellence of the proposed technique. It maintains the strength of the magnified signal
and less prone to introduce noise error than other zooming schemes. This distinction in score
of PSNR (μPSNRk

) illustrate higher accuracy of the proposed zooming schemes than other
magnification techniques.

Figure 7 illustrates the MOS of all zooming techniques for the 20 standard images of the
data set, under consideration. It is observed that the proposed technique attains the highest
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MOS score among all the zooming schemes consistently. This subjective assessment based
on direct opinion of the users, shows that the proposed zooming technique is more superior
to the other zooming schemes under consideration. We did not include NN and bilinear in
MOS because the visual results of both these techniques are poorer than bicubic, SR, IInfo
and the proposed technique. In Fig. 7, the numbering on the x-axis from 1 to 20 represents
the standard images obtained from data sets discussed in sub-section 4.1.

4.3 Qualitative analysis

In order to evaluate the visual quality of the magnification techniques, we consider the seven
parameters that were used by Wittman [37]. These are (1) geometric invariance: the relative
size and shape of the objects in picture should be preserved by the magnification technique;
(2) contrast invariance: overall contrast of the image and luminance information of the
objects in image must be maintained; (3) noise: the zooming technique must keep free the

Table 2 CCC results of each individual zooming scheme over twenty five standard images using Eqs. (18)
and (19). Bottom line shows the average score of mentioned magnification techniques for fifty standard
images

Coefficient of Cross Correlation

S# Image Name NN BL BC SpR IInfo Proposed

1 Peppers 0.9726 0.984152 0.987998 0.964245 0.923478 0.984493

2 Lena 0.961395 0.988679 0.99229 0.973408 0.951832 0.990198

3 House 0.934353 0.976097 0.982669 0.952952 0.949375 0.976903

4 Avion 0.954107 0.972527 0.979801 0.940124 0.929451 0.975289

5 Baboon 0.928595 0.91521 0.928595 0.831126 0.821538 0.898093

6 Athens 0.914296 0.956187 0.96754 0.914379 0.907831 0.955005

7 Barbara 0.889839 0.930031 0.936776 0.850313 0.841954 0.91497

8 Boat 0.922346 0.952778 0.964931 0.906247 0.901725 0.953092

9 Butterfly 0.969953 0.989963 0.9957 0.973796 0.963187 0.992991

10 Human Eye 0.978383 0.990533 0.994255 0.980508 0.969421 0.991316

11 Fingerprint 0.947416 0.985905 0.991886 0.959719 0.946753 0.989774

12 Zebra 0.958619 0.987388 0.994479 0.973638 0.959573 0.992546

13 Fruit 0.977785 0.99205 0.993465 0.982677 0.975725 0.992958

14 Malight 0.966173 0.980837 0.984204 0.960488 0.950372 0.979497

15 Harbor 0.932837 0.966869 0.975368 0.93125 0.925905 0.96918

16 Arial 0.832923 0.907978 0.922622 0.811222 0.802622 0.896996

17 Pelican 0.952519 0.973913 0.978663 0.944425 0.932936 0.970039

18 Cameraman 0.927951 0.962936 0.971345 0.918111 0.902519 0.964116

19 Treetexture 0.857496 0.930432 0.949161 0.857009 0.839496 0.922764

20 Beeflower 0.985247 0.993802 0.995312 0.986017 0.971545 0.993548

21 Seaport 0.955173 0.979737 0.974204 0.952388 0.942372 0.968497

22 London 0.925296 0.967187 0.97854 0.925379 0.918831 0.966105

23 Horse 0.958619 0.977388 0.984479 0.963638 0.949573 0.982546

24 Baby 0.968383 0.980533 0.984255 0.970508 0.959421 0.985316

25 Bird 0.978953 0.998963 0.9987 0.978796 0.972187 0.998991

Avg. 50 Images 0.907351 0.976825 0.971753 0.9101477 0.9102573 0.978283
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method from noises and bad artifacts like ringing artifacts near the borders; (4) edge
Preservation: the edges and borders of the image must be protected; (5) aliasing: jagged
and staircases edges must not be introduced; (6) texture preservation: texture region should
not be smooth or blur by the zooming technique; and (7) over-smoothing: unwanted
piecewise constant or blocking effect should not be introduced. In Fig. 8, few magnification
results of the proposed technique are presented. A cropped image (enclosed by rectangle) of
size the 141 × 151 from the zebra image shown in Fig. 8, was magnified four times of the
original sub image. The cropped images of the Baboon and human eye of the size 132 × 158
and 193 × 117, respectively, were also magnified by 4× i.e. four times of the original source
image. The visual quality shows that proposed scheme covers up seven parameters [37] up
to the greater extent and preserves the geometrical regularities of the source image in the
magnified image. In Fig. 9 the proposed scheme has been compared with Nearest Neighbor,
Bilinear, Bicubic, SpR[40] and IInfo[24] visually. The visual results were evaluated dili-
gently, and found that the visual results of the proposed technique are more appealing. The

Table 3 MAE computed over twenty five standards images using Eqs. (20) and (21). Bottom line shows
average values for fifty images

Mean Absolute Error

S# Image Name NN BL BC SpR IInfo Proposed

1 Peppers 2.673838 2.125163 1.850189 3.14149 3.900802 1.860155

2 Lena 2.036743 1.932281 1.599579 2.747976 3.193734 1.518859

3 House 4.300802 2.378621 1.923024 3.319275 4.172213 1.950824

4 Avion 2.803131 2.123413 1.644958 2.906118 3.514427 1.683292

5 Baboon 5.324931 5.871216 5.324931 8.323283 9.2115632 5.280222

6 Athens 3.334564 2.872019 2.437897 3.909403 4.6074562 2.42864

7 Barbara 6.601908 5.360647 5.01884 7.398936 8.4678315 4.646956

8 Boat 2.824076 3.211192 2.736623 4.353516 5.2772341 2.728452

9 Butterfly 4.027334 3.493734 2.151245 4.993581 5.906118 2.014653

10 Human Eye 1.839783 1.381989 1.057251 1.803904 2.6143721 1.108207

11 Fingerprint 7.559723 5.872213 3.934224 7.932861 8.7522311 3.6297

12 Zebra 3.531962 2.638865 1.554525 3.535309 4.755198 1.447659

13 Fruit 2.30486 1.755198 1.140991 2.370789 3.840912 1.379985

14 Malight 3.214427 3.28362 2.988658 4.456716 5.344132 2.760982

15 Harbor 3.789846 3.366699 2.811106 4.635101 4.933211 2.732939

16 Arial 8.889445 8.026225 7.252747 11.78646 12.10392 7.22739

17 Pelican 3.554128 3.348633 2.9617 4.664103 6.132212 2.989804

18 Cameraman 4.219655 4.3567 3.718516 5.976908 7.211192 2.976103

19 Treetexture 12.12429 10.84632 8.758036 14.77741 15.72235 8.59115

20 Beeflower 1.55663 1.338155 1.140157 1.825226 2.735671 1.067464

21 Seaport 7.542762 6.637765 5.547625 7.637909 8.654398 4.793653

22 London 3.713165 4.322377 3.625623 5.243526 6.3672352 3.535791

23 Horse 4.531792 3.638372 2.554873 4.535951 5.755793 2.447739

24 Baby 1.739773 1.381978 1.147241 1.703830 2.7143511 1.007796

25 Bird 6.424318 6.771612 6.524139 9.223328 10.0115236 5.570211

Avg. 50 Images 5.731591 4.587154 4.315379 6.373751 7.357541 3.105317
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visual quality of SpR is also good than NN, bilinear, bicubic and IInfo but numerical results
in Tables 2, 3, and 4 prove the high quality of the proposed work.

Table 4 PNSR computed over fifty standard images using Eqs. (22), (23) and (24)

PSNR

S# Image Name NN BL BC SpR IInfo Proposed

1 Peppers 29.7337 30.02942 29.82562 28.06957 26.13764 32.13624

2 Lena 32.19829 30.21796 31.0079 29.23799 27.65619 33.81439

3 House 26.69961 28.86654 29.41344 27.58903 25.97432 31.05526

4 Avion 30.12794 31.5138 32.5782 30.73001 28.87356 34.5075

5 Baboon 24.23336 23.9215 23.27906 21.12329 20.23157 24.05995

6 Athens 28.62864 28.62421 29.34707 27.32992 25.29912 30.51968

7 Barbara 25.87206 25.5783 24.4923 22.43573 20.31571 26.0637

8 Boat 27.65619 27.35196 28.09832 26.16509 24.81832 29.40144

9 Butterfly 24.02626 23.53026 24.86272 23.5356 21.34633 29.20565

10 Human Eye 34.12371 33.63118 34.10676 32.27026 31.12794 35.91422

11 Fingerprint 21.5327 19.74747 21.37215 20.01737 19.62523 26.0097

12 Zebra 27.78979 26.41973 28.0395 26.94131 25.12420 32.9624

13 Fruit 31.45384 30.34633 31.70811 30.36587 28.73233 34.92776

14 Malight 27.66095 27.83702 27.79309 25.90279 23.51634 29.23406

15 Harbor 27.49358 26.70261 27.24246 25.46387 23.91345 29.15925

16 Arial 19.39605 19.81818 19.28641 17.06795 16.17342 20.62424

17 Pelican 27.15263 27.62417 27.3264 25.27191 24.15325 28.19746

18 cameranman 22.40686 21.99222 21.72681 19.56203 17.92313 23.46198

19 Treetexture 18.3568 17.79516 18.19934 16.09633 14.87252 19.36911

20 Beeflower 33.48457 33.28422 33.11367 31.59573 30.32571 35.37141

21 Seaport 26.54815 26.53519 27.17238 25.16703 23.518312 30.15745

22 London 27.85436 26.26107 27.64517 25.57351 23.53715 29.57152

23 Horse 25.02183 24.53175 25.86371 24.37856 22.35133 30.12565

24 Baby 33.37571 32.31521 33.110351 31.78354 30.71735 36.11477

25 Bird 25.15327 24.62341 25.753712 24.13568 22.11633 30.20735

Avg. 50 Images 26.38713 25.19523 26.39517 24.51731 22.01913 29.73519
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Fig. 7 MOS test scores for Proposed, SR and Bicubic techniques
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4.4 Execution time measurement

The execution time of the proposed scheme was also judged against NN, Bilinear,
Bicubic, SpR and IInfo. All the algorithms were executed on processor Intel Core
(TM)2 Quad Q6600 @ 2.40 GHz, 2.40 GHz with 6.00 GB RAM using a MATLAB

Fig. 8 Cropped images of Zebra Baboon and eye are magnified by 4× using the proposed technique
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R2011b over 64-bit operating system. The cropped image from the baboon of the size
186 × 178 was zoomed by 102 and 104, and the corresponding execution time has
been given in Table 5. NN, bilinear and bicubic are the fastest algorithms. The
execution time of the IInfo is comparatively less than proposed technique but the
quantitative and qualitative results of the proposed scheme are better than IInfo The
running time of the SpR scheme is very high. Hence due to the high complexity of
SpR, it is unsuitable for applications that need a real time response. However, it can
be used for offline applications. The proposed technique is a good combination of
quality and time.

Fig. 9 Cropped images from Lena, Butterfly and Airplane of the size 57 × 37, 50 × 35 and 59 × 43,
respectively, zoomed by a factor 104 with Nearest Neighbor, Bilinear, Bicubic, SpR, IInfo and Proposed 4×
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4.5 Advantages and limitations of the proposed scheme

Bicubic, bilinear and NN are non-adaptive interpolation algorithms. Qualitative and
quantitative results of bicubic is better than NN and bilinear. But due to the static
interpolation property of bicubic algorithm, it also susceptible to unwanted artifacts e.g.
blocking effects, blurring, and aliasing etc. Experimental evaluation in sections 4.2.2,
4.3, 4.4 shows that IInfo is inferior to bicubic. The scores of different image quality
assessment metrics prove the superiority of the proposed technique over bicubic and
SpR. The visual results of the proposed scheme also compete with SpR and bicubic.
The proposed scheme is better than bicubic by having adaptive interpolation features.
SpR did not give the same results as that of the proposed scheme even on higher cost.
Due to the high time complexity of SpR, it cannot be used for real time application e.g.
theaters and cinemas etc. The proposed technique can be easily incorporated for the
same purpose (real time applications) by having better results at lower cost. SpR also
depends on various parameters i.e. the size of the dictionary atoms trained from the
generic training images and number of the images in the training data set [40]. Its
execution time and quality of the visual results gets change on variation in
corresponding parameters of the SpR. While the proposed scheme has no such depen-
dency. The proposed technique has a limitation that it cannot differentiate between re-
sampling point and noise. It also magnifies the noisy pixel by considering it the
luminance information. Due to this limitation, the noisy pixels are grown with ripple
effect by magnifying the source image with different magnification factors 1.

5 Conclusions

The proposed zooming scheme presented in this paper produces high quality super-
resolution images and at the same time it has low time complexity. It is easy to
implement. The basic idea of the proposed edge-directed interpolation technique is
based on pre-calculated multi-kernel approach. The various stencils GS j (interpola-
tion regions) based on geometrical regularities are defined. Then they are associated
with kernel < k. The weight of each sampling point in stencil GS j associated with
< k is calculated. The sampling point gets the weighted average of the corresponding
kernel. The resultant super-resolution image is of high quality and appealing. The
experimental results also show that the proposed technique has reduced the aliasing
effects across the sharp luminance variation to a greater extent and also preserves the
texture and smoothness of the image.

In the future, we plan to develop a visual-attention based interpolation scheme. In order to
bring the time complexity close to classic bicubic interpolation technique, the salient part
will be magnified by the proposed technique and the other part will be magnified by the low-
cost linear interpolation scheme.

Table 5 Time in seconds for the magnification of the cropped image from the image Baboon of the size 186×
178 by 2× and 4×

Factor NN Bilinear Bicubic SpR IInfo Proposed

1 02 0.026494 0.007976 0.004188 78.553469 0.989482 0.988522

1 04 0.004961 0.00522 0.006705 723.81117 0.932151 1.867074
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