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Abstract Robust detection and tracking of pedestrians in image sequences are essential for
many vision applications. In this paper, we propose a method to detect and track multiple
pedestrians using motion, color information and the AdaBoost algorithm. Our approach
detects pedestrians in a walking pose from a single camera on a mobile or stationary system.
In the case of mobile systems, ego-motion of the camera is compensated for by
corresponding feature sets. The region of interest is calculated by the difference image
between two consecutive images using the compensated image. Pedestrian detector is
learned by boosting a number of weak classifiers which are based on Histogram of Oriented
Gradient (HOG) features. Pedestrians are tracked by block matching method using color
information. Our tracking system can track pedestrians with possibly partial occlusions and
without misses using information stored in advance even after occlusion is ended. The
proposed approach has been tested on a number of image sequences, and was shown to
detect and track multiple pedestrians very well.

Keywords Pedestrian detection - Pedestrian tracking - Histogram of oriented gradient -
AdaBoost

1 Introduction

Detection and tracking of pedestrians in image sequences has attracted much attention in
computer vision research over the past couple of years [16, 29, 30, 32]. This has many
practical applications such as video surveillance systems, and mobile robot systems. To
perform this task, we need to detect all pedestrians in the image first, and then track them
across other frames, while maintaining the correct identities. In particular, in the case of a
stationary system, detection of moving objects is very simple, since the camera does not
move. But, in the case of a mobile system, it is difficult to detect moving objects, since there

J. Lim + W. Kim (<)

Department of Computer Engineering, Yeungnam University, 280 Daehak-Ro, Gyeongsan, Gyeongbuk,
South Korea

e-mail: whkim@yumail.ac.kr

J. Lim
e-mail: robertlim@yumail.ac.kr

@ Springer



162 Multimed Tools Appl (2013) 65:161-179

is motion by both the camera itself, and moving objects in the environment. Those two
motions are mixed together in the image sequences. Therefore, in order to robustly detect
pedestrians, it should be able to analyze these two motions.

A number of approaches to stabilize camera motions have been proposed by vision
researchers [3, 9, 26]. This paper estimates global motion using estimation of the transfor-
mation between two image coordinate systems. Once motion has been identified, pedestrian
detection is not difficult if pedestrians are well apart from each other. However, if pedestrians
are adjacent to each other, it is very difficult to segment them accurately. Many recent papers
have used machine-learning methods to overcome this problem [4, 19, 27, 28]. But these
methods have a relatively lower computational time than our method, which searches for a
specific area of an image.

There are additional difficulties in tracking pedestrians after initial detection. The appear-
ances of pedestrians change from time to time while walking, and also occlusion is caused
by intersecting pedestrians. Thus it is hard to maintain the identities of objects during
tracking in this case. A number of pedestrian tracking methods have been developed in
recent years [1, 7, 11-13, 31].

We describe a method to track multiple pedestrians. Our tracking method is based on a
block matching algorithm, using color information. Pedestrians are tracked based on com-
plete detection where possible. To track possible partially occluded pedestrians, we first
store the information of objects. In the presence of occlusion, only some parts of an object
can be seen; in such cases, our system tracks the visible parts only. After occlusion, we can
keep track of them using the information stored in advance.

Our approach has been tested on a number of image sequences with complicated back-
grounds. We present quantitative evaluation results on both standard data sets, and data sets
we have collected from the Internet. The results show that our approach is superior to other
methods, for both detection and tracking.

The remainder of this paper is organized as follows: Section 2 introduces some related
work; Section 3 gives an outline of our approach; Section 4 describes the proposed detection
system; Section 5 presents the proposed pedestrian tracking method; Section 6 provides the
experimental results; and the final section contains the conclusion and ideas for future work.

2 Related work

Many approaches to detect multiple pedestrians have been proposed. Most work has utilized a
learning-based approach using a component or shape of a person, or motion and appearance
information.

Mohan et al. [18] proposed an example-based object detection system in static images by
components. This system is structured with four distinct example-based detectors trained to
separately find four components of the human body: the head, legs, left arm, and right arm.
After ensuring that these components are present in the proper geometric configuration, a
second example-based classifier combines the results of the component detectors, to classify
a pattern as either person or nonperson. Although this algorithm is more robust than the full-
body person detection method and capable of locating partially occluded views of people, it
is computationally too intensive for real-time application. Viola and Jones [28] described an
efficient variant of the sliding window technique, which involves a detector trained (using
AdaBoost) to detect a walking person, by taking advantage of both motion and appearance
information. The appearance information was extracted from the first input images using
rectangle filters, and the motion information was extracted from sequences of images using
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rectangle filters. This method detects only pedestrians at very small scales. Zhao and Nevatia
[30] presented the tracking of multiple humans in crowded environments. Humans are
modeled with shape parameters represented by a number of ellipsoids, appearance param-
eters are represented by color histograms, and a modified Gaussian distribution is used to
model the background. The optimization problem is calculated by a Markov Chain Monte
Carlo MCMCO).

Another approach for detecting pedestrians involves using an infrared image, and Dis-
tance Transform or wavelet transform. Gavrila [6] proposed a shape exemplar-based pedes-
trian detection system. This system detects candidate solutions using a shape matching
approach based on the Distance Transform (DT), and verifies them using a pattern classi-
fication approach based on Radial Basis Function (RBF). Broggi et al. [2] employed vertical
symmetry features for pedestrian detection in infrared images. This system is based on a
multi-resolution localization of warm symmetrical objects with specific size and aspect ratio
to detect both close and far pedestrians. Papageorgiou and Poggio [19] proposed a more
robust person detection system based on Haar wavelet transform in combination with a
SVM. This approach is invariant to changes in color and texture, and is used to robustly
define a rich and complex class of objects such as persons. However, it is not able to detect a
partially occluded or adjacent person.

On the other hand, the method of detecting a person using a moving camera has been
performed by Jung and Sukhatme [14]. They have utilized camera ego-motion compensation
to estimate camera motion, and an adaptive particle filter and Expectation-Maximization
(EM) algorithm to estimate the positions of moving objects. This method detects only one
person, not multiple persons.

Part-based model methods have been utilized. Shashua et al. [22] divide the human body
into nine regions, for each of which a classifier is learned based on features of orientation
histograms. Mikolajczyk et al. [17] divide the human body into seven parts, face/head for
frontal view, face/head for profile view, head-shoulder for frontal and rear view, head-
shoulder for profile view, and legs. For each part, a detector is learned by following the
Viola-Jones approach applied to orientation features. These methods do not use part-based
tracking nor consider occlusions.

A variety of methods to track multiple pedestrians have been used. Isard and MacCormick
[10], Smith et al. [25], and Peter et al. [20] use multiple object models to explain foreground or
motion objects. These methods handle occlusions by computing joint image likelihood of
multiple objects. To perform optimization for joint hypotheses spaces of high dimension, a
particle filter [10], Markov Chain Monte Carlo [25] or Expectation Maximization algorithm
[20] is used. All of these methods have shown experiments with a fixed camera only, where
background subtraction provides relatively robust object motion models. They assume all
moving objects are from pedestrians. Although this is true in some environments, it is not
suitable in general situations.

A pose tracking method has been used to track humans by Lee and Nevatia [15],
Ramanan et al. [21], and Sigal et al. [24]. However the objectives and methodologies of
pose tracking methods and multiple human tracking methods are distinctly different. These
pose tracking methods consider only one human. Although they can work with temporary or
slight partial occlusions, because of the use of part representation and temporal consistency,
they do not work well with persistent and significant occlusions, as they do not model
occlusions explicitly, and the part models used are not very discriminative. The automatic
initialization and termination algorithms in the existing pose tracking methods are not
general. In [21], a human track is started only when a side view walking pose human is
detected, and no termination algorithm is mentioned.

@ Springer



164 Multimed Tools Appl (2013) 65:161-179

3 Outline of our approach

A schematic diagram of our system is shown in Fig. 1.

Pedestrian detection is done frame by frame. We use motion information to find the
region of interest where pedestrians are likely to exist. In the case of a mobile system, we use
frame difference by ego-motion compensation from two consecutive image frames to find
moving objects. In the case of a stationary system, we search the region of interest using
frame difference only. Then we detect pedestrians using a detector learned from Histogram
of Oriented Gradient (HOG) features [5]. These features are suitable for pedestrian detection
as they are relatively invariant to illumination differences. We have the detector learn by a
boosting approach proposed by Viola and Jones [27].

Our tracking method is based on a block matching algorithm using color information.
Detection responses from the pedestrian detector are taken as inputs for the tracker. We track
pedestrians by matching the object hypotheses with the detection responses, whenever
corresponding detection responses can be found. We search for the best matching area by
comparing the detection response window of the current frame with the corresponding one
of the previous frame. If an occlusion occurs while tracking, a pedestrian who had been
obscured cannot be tracked because of loss of information. In order to keep track of
pedestrians after occlusion, we store the information of detected pedestrians. Thus our
tracking system can robustly track pedestrians without misses, even if occlusions occur.

4 Detection of multiple pedestrians

We detect pedestrians by applying the region of interest to the pedestrian detector that is
learned from HOG features.

4.1 Moving objects detection

Typically, the straightforward and fast method to detect moving objects is to use the frame
difference between two consecutive image frames when the input camera is static. However,
if the camera moves as when it is mounted on a mobile system, this method is not applicable
because objects in the background region are also extracted by the moving camera. In
general, there are two independent motions involved in the moving camera environment:
motions of moving objects and the camera ego-motion. These two motions are blended into
a single image. Therefore, the ego-motion of the camera should be eliminated so that the
motion of moving objects can be effectively detected. The detection of moving objects is
performed according to frame difference, but the ego-motion of the camera in the previous
image is compensated for, before comparing it with the current image.

Train image —>{ HOG features  [—> Adaboost

v
Input image 3 Ego-motion Pedestrians Pedestrians
p g 1 Compensation Detection > Tracking
1
! v )
1
I

==>»| DifferenceImage [——> Region of Interest

Fig. 1 A schematic diagram of our system
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In the real world environment, perfect ego-motion compensation is rarely achievable
because of various noise sources. Even assuming that the ego-motion compensation is
perfect, the difference image would still contain structured noise on the boundaries of
objects because of the characteristic of monocular images. We remove these noise terms
using the area elimination method.

4.1.1 Ego-motion compensation

The ego-motion of the camera can be estimated by feature tracking between images [3].
When the camera moves, two consecutive images, I (the current image) and I’ (the
previous image) cannot be directly compared since these coordinate systems are different.
Thus, it is necessary to compensation for ego-motion, which is a transformation from the
image coordinate of "’ to that of I. Transformation can be estimated using both a set of
features in /' , and a set of corresponding features in /. We adopt the Harris corner detector
[8] for feature set selection. The feature selection algorithm generates features (f ) by
running on image (I"”). The feature-tracking algorithm by Shi-Tomasi [23] is applied to find
the corresponding set of features (f7) in the subsequent image (/).

Once correspondence is generated, the ego-motion of the camera can be estimated using a
transformation model. We used a bilinear model among the various transformation models
because it is a nonlinear transformation model that can estimate most ego-motion of the
camera regardless of the length of the interval between consecutive images.

A bilinear model used in our experiments is as follows:

t

T
x| _|% a1 a a3 [ e B t—l} 1
[fy’] [04 as  ag 07]]{” A L b m

The model parameters for ego-motion compensation are estimated by minimizing cost.
Given a transformation model, the cost function for least square optimization is defined as

= T )

where N is the number of features. When transformation is computed, some of the features
cause inaccurate transformation because they are associated with moving objects. These
features should be eliminated from the feature set if they satisfy the following conditions:

I = Toi (f7')] =€ . (3)

where € is the predefined threshold and Tj, is the initial estimate using the full feature set.
Then, the final estimate 7 is computed.

For ego-motion compensation, image I’ is converted using the transformation model
before being compared to image I'. For each pixel (x,y), the difference image between two
consecutive images is computed using the compensated image as follows:

Li(x,y) = ‘(1;_1<T§_1_1(x7y)) —I,(x,y))). (4)

where 7}, is the bilinear model and 7,(x,y) is the difference image.

Figure 2 shows examples of difference image examples. Figure 2(a) and (b) provide the
image at time #-/ and time ¢ respectively. Figure 2(c) gives the difference image without ego-
motion compensation, and Fig. 2(d) presents the difference image with ego-motion
compensation.
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Fig. 2 Examples of difference image results

4.1.2 Preprocessing procedure

The difference image generated in the previous step is transformed into a binary image to
find the region of interest efficiently. The binary image is greatly affected by the threshold. If
a threshold is very small, then unnecessary noise sources are formed in the image space.
These noise terms lead to serious trouble in the next step. On the other hand, if a threshold is
very big, then nothing or only a small part of the objects remains in the image space. In this
case, the region of interest becomes the entire image area. Thus, determining a suitable
threshold is very important. We use a threshold (e.g. 40) obtained by many experiments.

The binary image has a lot of unnecessary noise that interferes with the detection of the
region of interest. To remove noise terms, we use the area elimination method. This counts
the number of pixels existing within the window area while moving the sliding window
of nxn at first. Then, if the number is smaller than a threshold, all pixels in the
window area are eliminated. In this paper, we use a sliding window of a fixed size
(25%30), and a threshold of 72.

Figure 3 shows examples of preprocessing results. Figure 3(a) gives the binary image
applied the threshold 40 to the difference image and Fig. 3(b) presents the image in which
noise terms are eliminated by our approach.

4.1.3 Finding the region of interest

In general, the region of interest in which moving objects are likely to exist is searched by
the projection approach using the image generated in the previous step. The projection
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Fig. 3 Examples of preprocessing results

method generates the histogram by counting of the pixel values greater than 0 in the
horizontal and vertical direction respectively. The formulation is as follows:

He =" ha(x,). ()

m—1
Vo= " halx.y). (6)

where H, and ¥, is the projection histogram for horizontal and vertical direction respectively.
L,4(x,y) is the image in which noise terms are eliminated by our approach. In the above
equation, x is from 0 to m-1, and y is from 0 to n-1: and m and # is the height and width of the
image respectively.

This projection histogram is used to find the region of interest to detect pedestrians by the
AdaBoost algorithm. We utilize the aspect ratio and shape information of a human body
while finding the region of interest. The results are represented by a bounding box. The
number of the bounding box varies depending on the type of moving objects. If pedestrians
are adjacent to each other, the size of the bounding box is very large. Otherwise if they are
far away from each other, the size is small, and the number is several.

Figure 4(a) shows the projection histogram created by our method, and Fig. 4(b) presents
the region of interest searched by the projection approach.

Fig. 4 The projection histogram and the region of interest
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4.2 Pedestrian detection using the Adaboost algorithm

In the previous step, we found the region of interest. This is used to detect pedestrians using
the AdaBoost algorithm. This algorithm generates a pedestrian detector that is learned from
the Histogram of Oriented Gradient (HOG) features [5].

4.2.1 Histogram of oriented gradient features

Histogram of Oriented Gradient (HOG) descriptors provide an excellent performance for
pedestrian detection relative to other existing feature sets. This is based on evaluating well-
normalized local histograms of image gradient orientations in a dense grid. The basic idea is
that local object appearance and shape can often be characterized rather well by the
distribution of local intensity gradients or edge directions, even without precise knowledge
of the corresponding gradient or edge positions. HOG feature extraction is based on
magnitude and direction of gradient. Given the magnitude of a pixel /(x,y), the magnitude
m(x,y) and the direction (x,y) of gradient are as follows:

m(x,y) = /Gu(x, ) + Gy (x, )% (7)
_ —1 G’(x7y)
0(x,y) = tan Gi(x,y) (8)
Where
Gx(x’y):I(x_'_Ly)_I(x_17y)' (9)
Gy(x:y) :I(x7y+1)_1(x:y_ 1)' (10)

Each pixel calculates a vote for an edge orientation histogram based on the orientation of
the gradient element centered on it, and the votes are accumulated into orientation bins over
8% 8 regions that it calls a cell. The orientation bins are spaced at intervals of 20 ° over 0 °—
180 ° (“unsigned” gradient), and have 9 bins per cell.

Gradient intensities vary over a wide range owing to local variations in illumination and
foreground-background contrast, so effective local contrast normalization is essential for
good performance. The normalization scheme is based on grouping 3x3 cells into one
block. The one block then has 81 bins. Typically the blocks are overlapped so that each
scalar cell response contributes several components to the final descriptor vector, each
normalized with respect to a different block. For a sample size of 64x128, the overall
number of possible blocks is 84 (6x14 for horizontal and vertical direction). The block
normalization scheme uses L2-norm. Let v be the unnormalized descriptor vector, ||v||, be
2-norm, and ¢ be a small constant (¢=1). The scheme is as follows:

O A (11)

VIIVIE+e

We use 64 x 128 images to train a classifier, and then the number of HOG features is 6,804
(84 blocksx 81 bins). These features are used to build a set of classifiers.
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Table 1 The AdaBoost algorithm for classifier learning

1. Given example images (xy, ¥1),..., (x,, v,) where y;=0,1 for negative and positive examples respectively.

2. Initialize weights wy ;
positives respectively.

3. For t=1,...,T:
(a) Normalize the weights, Wri < E?” W, SO that w, is a probability distribution.
—1 1

= ﬁ ,% for y;=0,1 respectively, where m and / are the number of negatives and

(b) For each feature, j, train a classifier h; which is restricted to using a single feature.
The error is evaluated with respect to w,, € = >, w;|h;(x;) — il .

(c) Choose the classifier, 4;, with the lowest error €,.

(d) Update the weights: w1 ; = w,7l-/3,1’€'

where ¢;=0 if example x; is classified correctly, ;=1 otherwise, and 8, = 1=

-c

4. The final strong classifier is: ,
h(x) = 1 1 Cihi(x) = % Dt
0 otherwise
where ¢, = IOgl%

4.2.2 Classifier

To detect pedestrians, we use the AdaBoost algorithm proposed by Viola and Jones [27, 28].
By default, a strong classifier to build a reliable pedestrian detector can be formed by a linear
combination of weak classifiers. Such classifiers are trained with a learning algorithm to give
good classification results at a small computational cost. A weak learning algorithm is to
select the single feature that best separates the positive and negative examples. For each
feature, the weak learner determines the optimal threshold classification function, such that
the minimum number of examples is misclassified. A weak classifier /;(x) thus consists of a
feature f; , a threshold 0; , and a parity p; indicating the direction of the inequality sign:

hj(x) _ { 1 ifpjﬁ(x)pjej. (12)

0 otherwise

where x is a 64x 128 learning image. Table 1 shows a summary of the boosting process.
Here we describe a method for constructing a cascade of classifiers that enhances the

detection performance while drastically reducing computational time. Boosted classifiers

can be constructed that reject many of the negative instances while detecting almost all

a b

pedestrian detection area
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N
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pedestrian detection area

I!\
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1

Fig. 5 Examples of the pedestrian detection area
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Fig. 6 Block matching motion estimation

positive ones. A positive result from the first classifier triggers the evaluation of a second
classifier which has also been adjusted to achieve very high detection rates. A positive result
from the second classifier triggers a third classifier, and so on.

Stages in the cascade are constructed by training classifiers using AdaBoost and then
adjusting the threshold to minimize false negatives. The default AdaBoost threshold is
defined to yield a low error rate on the training data. In general a lower threshold yields
higher detection rates and higher false positive rates.

4.2.3 Detection system

Detection proceeds in two stages: first, the region of interest is searched using motion
information; second, pedestrians are detected by our classifier based on the sub window
within the region of interest. Figure 5 shows examples of the pedestrian detection area. If the
size of the region of interest is more than 2/3 of the input image, the detection conducts from
the minimum window (24 x48) to the maximum window (120x240) with a scale factor of
1.2 within the area. If the size of the region is less than 2/3 of the input image, the detection
conducts in the horizontal direction that exists in the region of interest.

search window
pom=m=m=m-m-mmos
i best match i
pedestrian block : €s 1
1 I
I 1
I 1
1 \ ]
I 1
1 I
I 1
I I
1 I
i ——
previous frame current frame

Fig. 7 The process of block matching
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Fig. 8 Examples of positive and negative training samples
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Fig. 9 Detection rate of each stage for our pedestrian detector on the test set
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Fig. 10 Examples of detection results on images from our test set

Thus, our method has a relatively lower computational time than the previous method
because the pedestrian detection area is the region of interest and smaller than the image.
Meanwhile, the information of pedestrians detected is stored to use while tracking back after
an occlusion has taken place.

5 Pedestrian tracking based on color information
The pedestrian tracking algorithm uses the block matching method based on color informa-

tion. The process of the block matching algorithm is illustrated in Fig. 6. In a typical block
matching algorithm, each frame is divided into blocks, each of which consists of luminance
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Fig. 11 ROC curves of evaluation for the detection rate and the false positive rate

and chrominance blocks. Generally, motion estimation is performed only on the luminance
block. Each luminance block in the previous frame is matched against candidate blocks in a
search area on the current frame. These candidate blocks are just displaced versions of the
original block. The best candidate block is found and its displacement (motion vector) is
recorded.

The process of our block matching algorithm using color information is illustrated in
Fig. 7. In our block matching algorithm, the pedestrian block is the pedestrian area detected
in the previous step. Like a typical block matching algorithm, the block in the previous
frame is matched against candidate blocks in a search window on the current frame. The best
candidate block is found and recorded.

In order to get the best match block in the current frame, it is necessary to compare the
pedestrian block of the previous frame with all the candidate blocks of the current frame. The
similarity of the block is estimated by the sum of absolute difference using RGB color.
Assuming that the pedestrian block of M'x N in the previous frame exists, the formula for the
sum of absolute difference between that block and the block of uxv displacement in the
current frame is as follows:

Table 2 Tracking performance

comparison with the Accur. F. Neg. F. Pos. IDSw.

previous methods on the

CAVIAR set Zhao-Nevatia 64 % 14 % 22 % 20
Wu-Nevatia 74 % 2% 24 % 19
Our approach 75 % 213 % 3.7 % 15
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Fig. 12 Sample tracking results on the CAVIAR set

SADq, (1, v) = ZZ;I jA;l SADg + SA3DG -+ SADg _ (13)
SAD = |If ' (x + i,y +j) — Iy(x +u+i,y+v+j)|. (14)
SADG = |I5 ' (x + i,y +)) = I(x + u+ i,y +v+))|. (15)
SADg = |15 '(x + i,y +)) — Ig(x+u+i,y+v+j)|. (16)

We have used the uxv displacement value to 16x16 in the experiment. The pedestrian
tracking is to search the block that has the lowest SAD value.

Meanwhile, in order to check for occlusion, we investigate whether overlapping pedes-
trian blocks exist or not while tracking. If part of a pedestrian block overlaps another block
even a little, it can be seen that an occlusion has occurred, or is likely to occur in the area. If
more than 1/2 of a pedestrian is occluded by other pedestrians, it is difficult to track the
pedestrian, and when tracking back after occlusion is ended, it is impossible to track the
pedestrian due to loss of information. In such a case, our algorithm can keep track of the
pedestrian using the information stored in advance.

6 Experimental results

The system described in the paper was tested by using image sequences with pedestrians of
different size, pose, gait and clothing. We note that our focus is on the detection and tracking
of pedestrians, where the camera may be stationary or moving. There are not many public
data sets with moving camera characteristics. Thus, we captured our own data set from a

Table 3 Tracking performance on
the passing pedestrians set Accur. F. Neg. F. Pos. IDSw.

76 % 21 % 3.0 % 8
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Fig. 13 Sample tracking results on the passing pedestrians set

camera held by a person walking on a road. We separate the performance evaluation of
detection and tracking systems.

6.1 Detection evaluation

The experimental procedure consists of two stages: finding of region of interest and then
applying of pedestrian detector. First of all, we train pedestrian detector using the AdaBoost
algorithm. Then we find region of interest from two consecutive images and detect pedes-
trians by the pedestrian detector in the area.

To train and evaluate the pedestrian detector, we use a number of sample sets and test sets.
Our training set consists of 3,547 pedestrian samples scaled and aligned to a base resolution
of 64x128 pixels. The negative image set contains 7,100 negative images which were
manually inspected and found to not contain any pedestrians. Figure 8 shows some examples
from our training set. In the paper, some parameters to train define as follows: the correct
detection rate and the false positive rate per each stage sets to 0.9 and 0.05 respectively. If the
correct detection rate is less than 0.9 or the false positive rate is greater than 0.05, while
training from each stage, it is transferred to the next stage. A 20 stage cascaded classifier was
trained to detect pedestrians using the AdaBoost algorithm. Figure 9 shows the detection rate
of each stage for our pedestrian detector on the test set. The detection rate in the first stage of
the detector is 0.13 and the remaining stages have an increasingly larger detection rate.

To test the detection and false positive rate of our approach, we use a test set with 1,521
positive samples and 700 negative images. We performed our experiments on a 2.3GHZ
Pentium IV CPU. Figure 10 shows some examples of successful detection results on images
from our own test set and CAVIAR set.' The sizes of the pedestrians considered vary from
24x48 to 120x240. The size of the images in the first four rows of Fig. 10 is 320x240
pixels on our own test set, and in the last two rows is 384 x 288 pixels on the CAVIAR set. It
can be seen that false alarms occur where localized parts of the images look like pedestrians.
On our test set, our detector has a detection rate of 93.5 % with a false positive rate of 10,

We also compare our method with previous ones for the detection rate, on which many
previous papers report quantitative results. A direct comparison of our method with previous
ones is difficult due to variability in data set and dissimilarity in detection result. We show a
comparison with other methods that report results on the test set. Figure 11 shows the ROC

! http://homepages.inf.ed.ac.uk/tbf/CAVIAR/
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Table 4 Tracking performance on
the oncoming pedestrians set Accur. F. Neg. F. Pos. IDSw.

752 % 22.5 % 23 % 3

curves of evaluation for the detection rate and false positive rate. It can be seen that our
approach is superior to previous ones for the detection rate.

6.2 Tracking evaluation

We also evaluated our tracking algorithm on three video sets. The first set and second set,
called the “passing pedestrians set” and the “oncoming pedestrians set” respectively, are
captured from a camera held by a person walking on a road. The frame size of these two sets
is 320%240 and the sampling rate is 30 FPS. The third set is a selection from the CAVIAR
video corpus [11], which is captured with a stationary camera, mounted a few meters above
the ground and looking down towards a corridor. The frame size is 384x288 and the
sampling rate is 25 FPS. We compare our results on the CAVIAR set with the previous
methods. We are unable to compare with others as we are unaware of published, quantitative
results for tracking on this set by a number of other researchers.

For comparison with the previous methods, our test set consists of the sequences for the
“shopping center corridor view” of the CAVIAR set. The scene is relatively simple and the
occlusion between objects tends to occur frequently. This makes it very difficult to track
pedestrians. Our pedestrian detector requires the width of pedestrians to be larger than 24
pixels. In the CAVIAR set there are a number of pedestrians, which are smaller than 24
pixels most of the time, and many pedestrians, which are occluded by pillar or wall, the other
objects. These pedestrians may not be detected by the pedestrian detector. Our method is
possible to track only pedestrians detected by the one. Table 2 shows the tracking perfor-
mance comparison with the previous methods on the CAVIAR set. It returns an accuracy
score (composed of false negative rate, false positive rate, and number of ID switches). We
cannot ascertain the exact value for the accuracy, false negative and false positive rate from
the results of the previous methods. Thus we calculate as follows: an accuracy is derived
from MT(number of mostly tracked trajectories) divided by GT(ground truth); a false
negative rate is derived from FAT(number of false trajectories) divided by GT; a false
positive rate is derived from 100 minus Accuracy minus False Negative rate.

Fig. 14 Sample tracking results on the oncoming pedestrians set
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As shown in Table 2, it can be seen that our method outperforms the previous methods. In
the methods of the latter, the false negative is lower than the false positive. However, in the
method of the former, the false negative is higher than the false positive. Thus it can be seen
that our method is mostly possible to track the detected pedestrians. Figure 12 shows some
sample tracking results on the CAVIAR set. As shown in Fig. 12, small pedestrians are not
tracked because it has not been detected by the pedestrian detector.

Secondly, we evaluate results on passing pedestrians set. The main difficulties of this set
are the emergence of a new pedestrian and frequency of occlusions. Table 3 gives the
tracking performance of the system. It can be seen that our method works considerably well
on this set. Figure 13 shows some sample tracking results on the passing pedestrians set.

Finally, we evaluate results on oncoming pedestrians set. The main difficulty of this set is
due to some occlusions between objects. Table 4 gives the tracking performance of the
system. It can be seen that our method works well on this set. Figure 14 shows some sample
tracking results on the oncoming pedestrians set.

For tracking on three test sets, we have obtained average accuracy of 75.4 %. Even
though the false negative is high, the false positive is low. Thus it can be seen that our
tracking method is mostly possible to track pedestrians detected by the pedestrian detector.

7 Conclusion

In this paper we have presented an approach to detect and track multiple pedestrians using
motion, color information and the AdaBoost algorithm. The key point of our detection
approach is to find the region of interest to obtain a relatively low computational time. To do
this, we detect moving objects using a frame difference image. In the case of a mobile
system, the ego-motion of the camera is estimated using corresponding feature sets. How-
ever in the case of a stationary system, it is not necessary. To detect pedestrians within or
surroundings the region of interest, we have used the AdaBoost classifier learned by the
Histogram of Oriented Gradient (HOG) features. Pedestrians have been tracked by the block
matching method using color information. Our tracking system can track pedestrians with
possibly partially occlusions and without misses using information stored in advance, even
after occlusion is ended.

This paper presented a set of various experiments with a complicated background,
and showed excellent experiment results. Our pedestrian detector has obtained a
detection rate of 93.5 %, and is compared to other systems to evaluate performance.
We have not considered the interaction between detection and tracking. The proposed
system works in a sequential way: the input of tracking takes the results of detection.
Thus it cannot track pedestrians who have recently entered into image frame. We plan
to study such problems in future work.
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