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Abstract This paper represents an improved data hiding scheme, CIE, which uses
a codebook to improve the Exploiting Modification Direction (EMD) embedding
scheme. In our scheme, one secret (2n+x − 1)-ary digit is hidden in a group of pixels in
an image as a modified secret digit. Our proposed scheme has an embedding rate R =
log2(2

n+x − 1)/n, which is greater than the rate of the EMD scheme, which is R =
log2(2n + 1)/n for n ≥ 2. Embedding rate R is the number of secret bits embedded
in each cover pixel. Our experimental results demonstrate that our scheme is able
to embed 3 times as many secret bits in an image compared to the original EMD
embedding scheme when n = 2 and x = 5. Our scheme has low time complexity and
achieves this higher embedding performance while retaining reasonable perceptual
quality for the image. An experiment verifies these features of our proposed data
hiding scheme.

Keywords Steganography ·Data hiding ·EMD ·CIE ·Steganalysis

1 Introduction

In recent decades, data hiding has interested in many researchers, where many
approaches to information hiding have been proposed for different applications
such as copyright protection [1], secure communication [24], and image authenti-
cation [16]. Steganography techniques [7–9, 17] are used for digital rights manage-
ment, information protection, and secret hiding. Data hiding techniques provide a
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challenge for digital forensic research, as data can easily move through the Internet
unnoticed. Steganalysis [10, 20, 22] has been developed as a technique for finding
concealed information, and has led researchers to search for improved schemes
for concealing data. In data hiding, the crucial factors are the embedding capacity
and invisibility. The embedding capacity of a data hiding scheme is the amount of
secret data that can be embedded into an image, and the invisibility measures of
how unnoticeable the information is to dishonest users when the image has been
manipulated.

Steganography techniques for hiding information use two different schemes: the
spatial domain and the frequency domain scheme [24]. In the first scheme, messages
are hidden in the spatial domain of a host image by embedding the messages directly
into the pixels of the host image. Generally, this scheme hides messages with an
LSB replacement scheme that replaces the four least significant bits (LSBs) of each
pixel [3, 14, 15]. In the frequency domain scheme [4], images are first transformed
using the discrete cosine transform (DCT) [4], the discrete wavelet transform (DWT)
[18], or a similar mechanism, after which the secret messages are combined with
the coefficients in the frequency forms of the images to accomplish the embedding.
The data hiding based on frequency domain can reasonably resist attacks such as
compression, noise addition, and filtering. On the other hand, spatial domain-based
schemes show higher capacity compared to that produced by a frequency-based
scheme. In addition, they provide good image quality.

A few schemes have been proposed to provide high embedding capacity in an
image. Chang et al. [5] proposed a steganographic scheme that produces a high
embedding payload with a Hamming code. The embedding rate for a secret message
is R = log2(1.99), which is approximately 0.99 bits per pixel (bpp). Zhang et al.
[25] proposed the Exploiting Modification Direction (EMD) steganographic scheme.
This scheme uses a (2n + 1)-ary notational system, where n denotes the size of each
group. The embedding rate for a secret message is R = (log2(2n + 1))/n, which is
approximately 1.161 bpp when n = 2 and there are 2n possible ways of modification.
The EMD scheme has the best embedding rate, when n = 2. This scheme produces a
steganographic data hiding scheme providing high capacity, and good image quality.
Researchers have proposed various schemes to improve the EMD scheme such as
those discussed by Chao et al. [6], Lee et al. [12], Jung et al. [8], Wang et al. [21], and
Kim et al. [11].

In this paper we herein propose an improved data hiding scheme that uses a
codebook to improve the EMD scheme, and is therefore called the CIE (Codebook
to Improve the EMD) embedding for short. We use a (2n+x − 1)-ary notational
system in this scheme, which encodes a stream of bits with a cover pixel. The
embedding rate of our scheme is 3 times greater than the EMD scheme when n = 2
and x = 5. Moreover, the quality of the stego image is very high and security is not a
problem, because it is not easy to detect whether or not there is a hidden message in
an image, since the human visual system is less sensitive to signals embedded in noisy
image regions containing high spatial frequencies.

The rest of this paper is organized as follows. In Section 2, we review current and
related work. In Section 3, we introduce our proposed embedding and extracting
procedures for grayscale images. In Section 4, we compare the embedding rates
and stego image qualities for CIE and previous schemes. Section 5 presents our
conclusions.
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2 Related works

2.1 Exploiting Modification Direction (EMD)

In the EMD scheme, all pixels in a cover image are pseudo-randomly permuted
using a secret key to partition the pixels into a series of groups. A pixel group will
be denoted as (g1, g2, ..., gn), where n ≥ 2. In order to hide secret digits, digits for
hiding need to be converted into a sequence of digits of a (2n + 1)-ary notational
system. A secret binary message can be divided into L = �K · log2(2n + 1)� bits, and
the decimal value of each part of the secret will be represented by K digits in the
(2n + 1)-ary notational system. In this scheme, only one pixel in each pixel group is
incremented or decremented by 1. A vector (g1, g2, ..., gn) in n-dimensional space is
represented by its f value, which is calculated using (1):

f (g1, g2, ..., gn) = (g1 × 1 + g2 × 2 + ... + gn × n) mod (2n + 1) (1)

No modification of a pixel g is needed if a secret digit d equals the extraction
function of the original pixel group. If the secret digit d �= f , we must calculate
s = d − f mod (2n + 1). If s is no more than n, the value of gs is increased by 1;
otherwise, the value of g2n+1−s is decreased by 1. The merit of the EMD scheme is
that it provides good stego image quality with a peak signal-to-noise ratio (PSNR)
of more than 52 dB, because at most one cover pixel needs to be increased or
decreased by 1 in each pixel group. Thus, the stego image has the advantage of
resisting various steganalysis techniques. However, the EMD scheme has room
for further improvement of its embedding capacity, because the embedding rate is
R = (log2(2n + 1))/n.

2.2 The scheme of Lee et al.

The scheme proposed by Lee et al. [12] keeps the (16 − pm) most significant bits
(MSBs) of a pixel-pair (two pixel group) unchanged, and alters the pm LSBs to
create virtual modifications of m-dimensional pseudo-random vectors for carrying
the secret data, where pm = (8 − PV1) + (8 − PV2); PV1 is the most significant
bits of the first cover pixels, PV2 is the most significant bit of the second cover
pixels and, m = 2pm−1 − 1. In this scheme the embedding capacity steadily in-
creases as m increases while the dB value decreases as m increases significantly.
The embedding rate for this scheme is R = (log2(2m + 1))/2. This scheme uses
a virtual hypercube (virtual grayscale pixels), which is structured by a random
number and the EMD embedding algorithm is applied into the hypercube. The
number of bits per pixel (bpp) embedded by this scheme is log2(15)/2 = 1.9534
when there are 2 groups of pixels and the 2 LSBs of the pixels are modified. The
embedding rate of Lee et al.’s scheme is therefore better than that of the EMD
scheme.
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2.3 The scheme of Chao et al.

Chao et al.’s scheme [6] (called the diamond scheme) hides a secret message by
adjusting the pixel values in pixel groups. In this scheme, the neighborhood set
Dk(i, j) of 4 pixel value x, y, i, and j is constructed by

Dk(i, j) = {(x, h)||i − x| + | j− y| ≤ k}. (2)

where k is a positive integer. The neighborhood set Dk contains all of the vectors
(x, y) with the distance to vector(i, j) smaller than k. The number of elements of the
set Dk, l, is computed by l = 2k2 + 2k + 1. This scheme’s bpp is log2(2k2 + 2k + 1).
The diamond encoding scheme provides an easy way to produce a more acceptable
result than that yielded by simple LSB substitution schemes. Chao et al.’s diamond
encoding scheme uses a diamond function f to compute the diamond characteristic
value (DCV) in embedding and extraction procedures. The DCV of two pixel values
i and j is calculated by

f (i, j) = ((2k + 1) × i + j) mod l (3)

where l is the number of elements of the set Dk. From the definition of the DCV, it
is easy to find that DCV of the vector (i, j).

2.4 The scheme of Jung et al.

Jung et al. [8] and Byun et al. [2] proposed a data hiding scheme where each secret
digit in a (2n + 1)-ary notational system can be carried by one cover pixel. By using
one pixel for cover data, the scheme achieves a capacity, R = 2.321 bpp, double that
of the EMD scheme, R = (log2(2n + 1))/n. In Jung et al.’s scheme, the size of the
group pixels does not change as n is increased. When n is increased, the PSNR of
images is reduced. For each cover pixel value, gi, the function value f is calculated by

f = (gi + x) mod (2n + 1). (4)

where |x| ≤ n. A stego pixel value, g′
i, is obtained by

g′
i = gi + x. (5)

where x satisfies the condition f = d, where d is an n-ary secret digit.

2.5 The scheme of Wang et al.

The data hiding capacity of Wang et al.’s scheme [21] is analogous to the EMD
scheme. The binary secret message S is first converted into the secret digits in the
5-ary notational system. Wang et al.’s scheme embeds a 2K secret digit into a group
of (2K + 1) cover pixels in X ∈ {x1, x2, . . . , xH×W}, X sized H × W at a time. The
embedding rate of this scheme is (4 × K)/(2 × K + 1) = 1.99 bpp. When K equals 1,
2, and 3, this scheme conceals 2, 4, and 6 secret digits in the base-5 notational system,
into the groups of 3, 5, and 7 cover pixels, respectively.

y = f (x1, x2, . . . , xn) =
n∑

i=1

(xi × i) mod (2n + 1). (6)
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According to (6), when n = 2 we have M(x1, x2) = f (x1, x2) = (x1 + 2 ×
x2) mod 5. This means that each cover pixel pair (x j, xK+1) can be mapped to an
element (x j, xK+1) in the reference matrix M, where x j and xK+1 play the roles
of x1 and x2, respectively, in (6) for n = 2. From the located element M(x j, xK+1),
vertically identify the set of candidate elements VCE as follows:

VCE = {M(x j − 2, xK+1), M(x j − 1, xK+1), M(x j, xK+1), M(x j + 1, xK+1),

M(x j + 2, xK+1)}.

2.6 The scheme of Kim et al.

Kim et al. [11] proposed a data hiding scheme that was based on codeword. The
codeword needs to be a shared sender and receiver for communicating with each
other. This concept improved the embedding rate as much as that observed by
Wang et al.’s scheme. The embedding rate of this scheme shows a higher embedding
capacity, i.e., R = (log2(2

n+2 − 1)/n and also a good quality image. However, this
scheme shows a lower capacity compared to Lee et al.’s and Jung et al.’s schemes.

2.7 Steganalysis

Steganalysis, from an opponent’s perspective, is an art of deterring covert communi-
cations while avoiding affecting the innocent communications. Its basic requirement
is to determine accurately whether a secret message is hidden in the testing medium.
Further requirements may include judging the type of the steganography, estimating
the rough length of the message, or even extracting the hidden message. Ker’s [10] ex-
perimental results showed that the HCF-COM-based steganalytic scheme performed
quite well for color images, but it turned out to have very poor performance for gray-
scale images. Ker found that the reason was due to the high variability of the cover
images’ HCF. Therefore, a down-sampled image by a factor of 2 in both dimensions
and processed by a straightforward averaging filter was employed to calibrate the
HCF-COM [13] of the full-sized image [10]. In view of the variation between the
magnitudes of the HCF-COM of a cover image, denoted by C(H[k]), and that of
the down-sampled image, denoted by C(H′[k]), the ratio C(H[k]) = C(H′[k]) is
then proposed as a dimensionless discriminator. Another way of applying the HCF-
COM is also introduced by computing the adjacency histogram. The HCF-COM
detector based on C(H[k]) = C(H′[k]), and that based on the adjacency histogram
are proven by extensive experimental data indicating that both of them produce
reliable detectors for the LSB matching steganography in gray-scale images.

3 Our proposed CIE scheme

In this section, we present our proposed CIE scheme based on a (2n+x − 1)-ary
notational system for a group of pixels. CIE is a steganographic embedding scheme,
where our scheme achieves a higher embedding efficiency and resonably good
quality.
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3.1 The embedding procedure

When a secret message is concealed in a series of pixel-groups in the EMD
scheme, only one bit is increased or decreased in each pixel group. In this scheme,
modifications in different directions are used to represent different secret data, lead-
ing to a higher embedding efficiency. In CIE, we utilize (7) to hide more secret bits
than are hidden by the EMD scheme. In (7), a group of pixel values is represented
as a vector ([g1, g2, . . . , gn]). A vector ([g1, g2, . . . , gn]) in an n-dimensional space is
mapped to value f , which is computed by (7) as a weighted sum modulo (2n+x − 1).
Each basis element 1 and 2 in Table 1 is used as an input to the extraction function
f as weighted sum modulo (2n+x − 1) where n = 2 and x = 3. The parameter n is
proportional to the number of pixels in a particular group; one expects a decrease in
the embedding rate of an image when n ≥ 3. Thus, CIE scheme is a maximum when
n = 2. There is an inherent trade-off between embedding rate and image quality.
The parameter x characterizes the trade-off, as increasing x increases the (2n+x − 1)-
ary notational system. Thus, it is proportional to the embedding rate of an image.
When n ≥ 2 and x = 3, it is formulated as (n − 1) × 6. Table 1 is the codebook for a
(2n+3 − 1)-ary system. In the case n ≥ 2 and x = 2, it is formulated as (n − 1) × 3 in
(8). Table 2 is the codebook for a (2n+2 − 1)-ary system. The basis vector is chosen
based on the value x.

The codebook can be constructed by basis vectors, therefore it is possible to
increase or decrease the noise of an image by the combination of basis vectors. In
EMD, the basis vector is [1, 2, ..., n], so it is possible to reduce noise in a stego image.
However, the CIE scheme aspires toward a higher embedding rate and reasonable
image quality. For this reason, we devised the basis vector as (8). In EMD, modulo
(2n + 1) is slowly increased, whereas modulo (2n+x − 1) of the CIE scheme is steeply
increased when n is increased. Therefore, it is not appropriate to represent the value
f with the basis vector of the EMD, because this causes the noises to increase. Thus,
we chose a basis vector [1, 6], because it is possible to represent value f , and it yields
reasonable noise levels.

Table 1 A basis vector [1, 6]
when n = 2 and x = 3

Index 1 6 Index 1 6

0 0 0 16 −3 −2
1 1 0 17 −2 −2
2 2 0 18 −1 −2
3 3 0 19 0 −2
4 −2 1 20 1 −2
5 −1 1 21 −2 −2
6 0 1 22 −3 −1
7 1 1 23 −2 −1
8 2 1 24 −1 −1
9 3 1 25 0 −1
10 −2 2 26 1 −1
11 −1 2 27 2 −1
12 0 2 28 −3 0
13 1 2 29 −2 0
14 2 2 30 −1 0
15 3 2 – – –
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Table 2 A basis vector [1, 3]
when n = 2 and x = 2

Index 1 3 Index 1 3

0 0 0 8 −1 −2
1 1 0 9 0 −2
2 −1 1 10 −2 −1
3 0 1 11 −1 −1
4 1 1 12 0 −1
5 2 1 13 1 −1
6 0 2 14 −1 0
7 1 2 – – –

Equation (7) can be represented as an inner product between an image pixel
value vector ([g1, g2, . . . , gn]) and a basis vector ([1, 6, 12, ..., (n − 1) × 6]), i.e.,
f (g1, g2, . . . , gn) = ([g1, g2, . . . , gn] · [1, 6, 12, ..., (n − 1) × 6]) mod (2n+x − 1) when
x ≥ 3. As d is a secret value, which are d ∈ {0, 1, ..., (2n+x − 1) − 1}, it is possibly
generated from the function of the random number generator of MATLAB. Equa-
tions (7)–(9) show the structure of the CIE scheme.

f (g1, g2, ..., gn) =
[

n∑

i=1

(gi · πi)

]
mod (2n+x − 1) (7)

where

[π1, π2, ..., πn] =
{

1, 6, ..., (n − 1) × 6, i f (x ≥ 3 and n ≥ 2)

1, 3, ..., (n − 1) × 3, i f (1 ≤ x ≤ 2 and n ≥ 2)
(8)

The EMD and CIE are similar to a syndrome coding of Hamming code, so s is
used for the syndrome value in the CIE scheme. The value is computed by (9). s is
used in encoding secret digit d to make d = f , and it is defined with two cases: if
d ≥ f , s is d − f , and if d < f and n ≥ 2, s is (2n+x − 1) − |d − f |.

s =
{

d − f i f (d ≥ f )
(2n+x − 1) − |d − f | i f (d < f and n ≥ 2)

(9)

After computing the value s with (9), the modified pixel value vector g′
i can be

computed by (10).

g′
i = gi + codebook[s] (10)

For the CIE embedding scheme, the codebook should be generated first. Since
one more pixel value is changed compared to the EMD, which changes at most one
pixel value, the numbers generated by the codebook should be larger than that of the
EMD. The best choice of the codebook is to set n = 2 and x = 3. The basis vector
for CIE can be derived as, at most, 4 pixel values changed. Consider a case where
n = 2 and x = 3. The basis vector is given as [1, 6]. Note that the number of 0 can
be generated by nullifying the basis vector (see Table 1) such as 0 = (0) · 1 + (0) · 6.
The number 1 is generated by setting the associated element 1 in the basis vector
by 1 and also nullifying the basis vector element 2 such as 1 = (1) · 1 + (0) · 6. In this
way, numbers 2 and 3 can be generated. In order to generate number 4, setting the
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element 1 in the basis vector by −2 and setting the second element by 1 and taking
modulus 31 is based on (7). Thus, (−2) · 1 + (1) · 6 is 4. The number 16 generated by
setting the associated element 1 in the basis vector by −3 and also setting the second
element by −2 such as −15 = (−3) · 1 + (−2) · 6. Negative numbers are turned into
positive numbers by the modulus operation,i.e., (−15 mod 31) = 16. It is certain that
all numbers from 0 to 30 can be generated according to (7) by the combination of the
basis elements with their associated coefficients. (−2) · 1 + (1) · 6 is not represented
only by the number 4. It does not matter if it is calculated as (4) · 1 + (0) · 6.
Therefore, it is possibly important to make an optimal basic vector, otherwise noise
of the stego image can be increased. According to the theory of basis vectors
([1, 6]), a basis vector ([1, 6, 12]) can be constructed. Therefore, as a generalization,
[1, 6, 12, 18, ..., (n − 1) × 6], where n ≥ 2 and x ≥ 3. Thus, it is possible to hide secret
bits in an image by increasing or decreasing a maximum of 4 bits if there are more
than two pixel groups. Table 1 is the codebook used for embedding and extracting
secret messages with (7). The codebook is required for the CIE scheme. For this
reason, both the sender and the receivers should have the codebook.

Example 1 We illustrate the embedding procedure with an example using a group of
pixels with vector gi = [128, 130]. In this case, n = 2 and x = 3. We can use Table 1
and (7)–(9). The variable to hide is d.

Step 1: First, use (7) to calculate the f value using the pixel pair gi and the basis
vector [1, 6]. f = (128 × 1 + 130 × 6) mod 31, that is, f = 9.

Step 2: To hide the decimal digit 4 in gi, use (9) to calculate s. In this case, d is less
than or equal to f , so s = (2n+x − 1) − |d − f |, that is, s = 26.

Step 3: Look up the codebook and find the row for the number 26. The basis vector
in this row is [1,−1], so gi becomes [129, 129]. In the case of an overflow or
underflow, [g1, g2] has to be adjusted to the appropriate values. The rules
are in (11) and (12):

if (g > 255), g′ = g − (2n+x − 1) (11)

if (g < 0), g′ = g + (2n+x − 1) (12)

3.2 The extraction procedure

The extraction procedure for recovering the message from a stego image is very
simple, since you only have to know the f value for a group of pixels as calculated
by (7).

Example 2 Consider the stego pixel group ([129, 129]) with n = 2 and x = 3. In
Example 1, secret digit 4 was concealed in the pixel group. Before the secret digit was
concealed in the pixel group, the original pixel group was ([128, 130]). It is possible
to find the secret value as compute f using (7).

Step 1: Calculate f value with a pixel group ([129, 129]) and the associated basis
vector [1 6]. In this case, f = 1 × 129 + 6 × 129 = 903 % 31 = 4.

Step 2: The receiver simply finds out the hidden value, i.e., it is f = d = 4.
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4 Experimental results

The purpose of our CIE scheme is to embed secret digits into a cover image. Our
scheme maintains secrecy as it will guarantee a higher embedding capacity and good
image quality. We experimented with some grayscale images, and compared the
results to the schemes of EMD [25], Lee et al.’s scheme [12], Chao et al.’s scheme
[6], Jung et al.’s scheme [9], Wang et al.’s scheme [21], and Kim et al.’s scheme
[11]. Our experiment used MATLAB. The rand() function of MATLAB was used to
generate a pseudo-random number, which was rounded to a (2n+x − 1)-ary number
to generate a payload. We then applied the previous scheme and CIE schemes to test
images taken from the University of Southern California database [19]. Two main
factors were used to evaluate the performance of our CIE data hiding scheme: visual
quality, and the data hiding capacity of the stego image.

Our CIE scheme has a good embedding capacity rate, R = log2(2
n+x − 1)/n,

which is log2(31)/2 or 2.4771 when n = 2 and x = 3. In case n = 2 and x = 5, the
embedding capacity rate of CIE is log2(127)/2 or R = 3.4943. The embedding rate
of Kim et al.’s scheme is R = log2(2

n+2 − 1)/n = 1.9534 bpp, which is the maximum
embedding rate, when n = 2. As can be seen in Fig. 1, the embedding rate is gradually
decreased as the number of pixels is increased. Moreover, the embedding rate of
CIE scheme is greater than 3 times that of the EMD scheme. The experiment (see
Fig. 1) shows that the capacity of our CIE scheme is better than that of the EMD
scheme. Furthermore, our CIE scheme is an improvement compared to Lee et al.’s
scheme because it does not always flip four bits in a group of pixels. For instance, if
s = {1–3, 28–30}, the second pixel is not changed when n = 2 and x = 3. Neither the
CIE scheme nor the EMD scheme flips any bits in a group of pixels, when d is equal
to f . In comparison, Lee et al.’s scheme always flips three bits when pm is three.
Thus, Lee et al.’s scheme is a not a complete scheme in the aspect of optimization of
algorithm. In the case of less optimization, a statistical analysis attack is possible, in
which case this scheme will not provide a good quality stego image. Therefore, Lee

Fig. 1 Comparison of embedding capacity rates between CIE and EMD
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et al.’s scheme does not conceal the secret message in a stego image in a way that
protects it from steganographic techniques [7]. We used nine grayscale images, Lena,
Baboon, Elaine, Airplane, Pepper, Goldhill, Barbara, Boat and Zelda, as cover-
images in our experiment.

Each image is 512 × 512 pixels. The average PSNR value for our CIE scheme is
about 43.9088 dB (see Table 3). The PSNR value for the EMD scheme averages
around 52 dB, since the bpp embedding capacity is 1.16, and not many pixels are
flipped. When the encoding scheme of EMD is used in the LSB plane of an image,
adding 1 to a pixel is equivalent to subtracting 1 from the pixel to flip its LSB for
carrying the secret message. Therefore, the CIE scheme provides lower image quality
than the EMD scheme, because CIE is fully exploited to hide many secret messages.
On the other hand, the human visual system cannot discriminate between the original
image and the stego image, which has more than 35 dB of the original image quality.
Thus, the CIE can resist steganalysis detection using a human visual system. For this
reason, it is acceptable to use as a carrier for secret messages. Table 3 shows the
comparisons of PSNR between the CIE scheme and previous schemes. The PSNR is
the most widely used metric for measuring the distortion between the cover image
and the stego image [6]. The PSNR of a grayscale image is defined as:

PSNR = 10 log10
2552

MSE
(13)

The mean square error (MSE) for an M × N of gray-level image is defined as
follows:

MSE =
(

1
N

)2 M∑

k=1

N∑

k=1

(xij − x′
ij)

2 (14)

Here xij denotes the original pixel value and x′
ij denotes the noisy pixel value.

As can be seen in Table 3, the embedding capacity of our the CIE scheme is 2.4771
bpp while that of other previous schemes is equal to or less than that of CIE scheme.
Although CIE’s embedding rate is the same as that of Lee et al.’s scheme, the PSNR
of the CIE scheme shows a higher quality of an image. Jung et al.’s scheme show
45.1239 dB on average of the PSNR when bpp is equal to 2.32 bpp and this scheme
presents good visual quality against capacity of an image, but the CIE scheme shows
higher capacity under the same conditions, i.e., n = 2 and x = 3. Wang et al.’s scheme
is a reasonably good scheme in the aspect of the high PSNR of an image. The PSNR
of the CIE scheme is higher than that of Lee et al.’s scheme when embedding rate
(log2(31)/2) = 2.4771 bpp. Chao et al.’s scheme shows a good PSNR in compared to
that of Lee et al.’s scheme.

But most of apparent is that the CIE scheme is slightly better than the PSNR of
Chao et al.’s scheme. Steganalysis [23] is a technique for detecting whether or not
an image is a stego image. Steganalysis usually uses statistical tools to analyze the
pixel value distribution in a suspicious image, for the purpose of cracking the secret
messages. Therefore, if a stego image is created by significantly modifying the cover
image, it is possible for steganalysis tools to detect the distortion in the stego image.
For this reason, we analyzed the histogram of the original image, and compared the
data to the stego images.

Figure 2 shows the histograms for the Lena image which were generated by Lee
et al.’s scheme, and the CIE scheme. In Fig. 2, the stego image generated by Lee
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Fig. 2 The histogram analysis
of the Lena stego image
generated by two schemes

(a) The histogram of original Lena image

(b) The histogram of the stego image generated by Lee et al.'s scheme.

(c) The histogram of the stego image generated by the CIE scheme.
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Fig. 3 Original Lena image (circles) and Stego image (crosses) after embedding for 200 images

et al.’s scheme causes an irregular modification. In this case, it is easily detected by
the steganalysis technique. On the other hand, the stego image generated by the
CIE scheme is more effective that of Lee et al.’s scheme, so the CIE scheme’s secret
hiding scheme has less possibility of being detected, than the scheme used by Lee
et al.’s scheme.

Figure 3 shows the result based on the steganalysis [10], with a database of 200
grayscale images. The circle is the original grayscale Lena image, and crosses are

Fig. 4 ROC curves with a
100% payload
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stego images. The crosses are located around the circles, so it is difficult to detect
our proposed scheme from this steganalysis tool. Therefore, the CIE scheme is very
strong against steganalysis. In Fig. 4, we provide receiver operating characteristic
(ROC) curves, showing how false-positive and false-negative errors tradeoff as the
detection threshold is varied, for stego images from cover images embedded with
maximal-length random messages. For steganalysis, we use a calibrated adjacency
HCF-COM detector. The curves show how the probabilities of detection and false
positives vary as the detection threshold is adjusted.

As can be seen in Fig. 4, the EMD scheme shows a good performance against the
HCF-COM detector, because this scheme can distribute payload fairly. The size of
data hiding capacity in the EMD scheme, Kim et al.’s scheme, and the CIE scheme is
in inverse proportion to n, which is a number of group pixel. Therefore, this scheme
will be strong against HCF-COM as one increases the number of group pixels. As can
be seen in Fig. 5, the stego images produced by the CIE scheme are of good quality,

Fig. 5 CIE scheme based stego image, R = log2(31)/2
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so it is difficult to distinguish between the original cover image and proposed stego
image.

5 Conclusions

Data hiding is necessary for digital rights management, information protection, and
concealing secrets, because it is not easy to protect a secret message from hackers
and attackers. Our CIE scheme proposes a (2n+x − 1)-ary number system for data
hiding. We have shown herein that this scheme has a better embedding capacity than
that proposed by EMD or of the schemes of Lee et al., Chao et al., Wang et al.,
and Kim et al. when exploiting one and two LSB planes of pixels in the cover image,
respectively. Our proposed scheme presented lower quality compared to that of Jung
et al.’s scheme so, one way to improve the quality of an image is to reduce capacity
in an image. Therefore, we improved on the steganography in previous proposed
schemes. In the near future, we will further optimize our CIE scheme against various
Internet attacks such as steganalysis.
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