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Abstract Nowadays, it becomes increasingly difficult to find reliable multimedia
content in the Web 2.0. Open decentralized networks (on the Web) are populated
with lots of unauthenticated agents providing fake multimedia. Conventional au-
tomatic detection and authentication approaches lack scalability and the ability to
capture media semantics by means of forgery. Using them in online scenarios is
computationally expensive. Thus, our aim was to develop a trust-aware community
approach to facilitate fake media detection. In this paper, we present our approach
and highlight four important outcomes. First, a Media Quality Profile (MQP) is
proposed for multimedia evaluation and semantic classification with one substantial
part on estimating media authenticity based on trust-aware community ratings.
Second, we employ the concept of serious gaming in our collaborative fake media
detection approach overcoming the cold-start problem and providing sufficient data
powering our Media Quality Profile. Third, we identify the notion of confidence,
trust, distrust and their dynamics as necessary refinements of existing trust models.
Finally, we improve the precision of trust-aware aggregated media authenticity
ratings by introducing a trust inference algorithm for yet unknown sources uploading
and rating media.
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1 Introduction

Today’s Web 2.0 platforms experience an explosive growth of multimedia content.
Such platforms provide services for sharing and distributing user generated mul-
timedia content. Most of the media produced and shared are only valuable for a
limited circle of users and do not create any awareness beyond friends, family and
fools. However, typical misbehavior on the Internet such as cyber-bullying [30, 35] is
transferred now to multimedia materials, supported by new computational tools such
as face recognition as implemented in Facebook. Due to the nature of such platforms,
an agent can often publish media without going through any authenticity checking
mechanism. These systems are often characterized by anonymity and dynamics which
make them vulnerable to misbehaving or even criminal users. These users not only
spread fake multimedia, but also facilitate massive compromised evaluation of fake
media realized with fake accounts and bot farms acting as automated agents.

Misbehaviour can be emergent in many ways by using these open environments.
In some cases, misbehaving users manipulate images and distribute them as authentic
or publish real ones with false metadata. Some users may act with malicious intent
to throttle the expectations of users to make them lose confidence in the system.
Other users may just want to maximize their gains (reputation, expertise, etc.) and/or
maximize/minimize the reputation of particular media by increasing/decreasing their
ratings for that media. Users can also act maliciously by negatively influencing other
participating users’ rankings and trustworthiness.

Web 2.0 platforms are now used in professional settings like media press agencies
dealing with multimedia materials. An increasing number of media distributors relies
on contributions from amateur reporters producing authentic materials on the spot,
e.g in cases of natural disasters or political disturbances. However, even with mobile
devices it is easy to forge media on the spot of capturing and publishing them. Thus,
it is increasingly harder to determine the originality and quality of delivered media,
especially under the constant pressure to be first on the news market. Especially
in highly sensitive areas such as politics, security and business the distribution of
fake multimedia can destroy the reputation of whole organizations, institutions, even
nations. Well known cases are faked media in war propaganda like in the Iraq war
and faked historic pictures neglecting the existence or presence of communist party
members in Russia or China.

By fake we refer to intentional media manipulation by changing its content and/or
context to bring changes that influence opinions, facts and representations of real
world events. Fake can be achieved with a multitude of different manipulation
techniques [8]:

1. Adding details into media by inserting regions or object from the same image or
from another images and adapting them to fit into the entire media environment
(cf. Fig. 1a).

2. Deletion of media details, by removing scene elements (regions) and replacing
them by others (cf. Fig. 1b).
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Fig. 1 Fake media examples: a addition regions, b deletion regions, c montage, and d, e metadata
forgery or false captioning

3. Generating montages by combining separate images, also called composition and
splicing in literature (cf. Fig. 1b, c).

4. False captioning as mislabeling or inaccurately dating media without necessarily
modifying their content. False captioning can be defined as the falsely captioned
media differs from other groups of fake photos in that, although the media has
not been altered, the context of what the media purportedly conveys is simply
falsified (cf. Fig. 1d, e). False captioning includes metadata counterfeiting such as
wrong names, events and places or other metadata forgeries, which distort EXIF
technical information such as GPS data. The pictures in Fig. 1e are real pictures
published to demonstrate other events claiming to be what they are not. The
pictures in Fig. 1e (left and right) were posted on the Web claiming to show the
impact of the 2004 Boxing Day Tsunami. However, they actually show tourists
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gathered to watch the results of a tidal bore on the Qian Tang Jian River in
China 2002. Metadata of the pictures in the middle claim to show a street in
Sumatra just before it was inundated by a gigantic wave from the tsunami that
hit Indonesia in 2004. In fact, the pictures show a massive dust storm that hit the
town of Griffith, NSW Australia on November 13, 2002.

5. Incorrect classification, ordering and placement in presentations of media collec-
tions.

6. A combination of two or more operations above-mentioned.

Media alteration by means of changing media semantics with the aim to deceive the
public is center of our concerns in the context of this work. We consider above
listed operations, while another types of media transformation where there is no
local manipulation or pixel combination, i.e. rotation, smoothing, luminance change,
cropping, compression and additive noise are accounted as versions of the original
ones.

We argue that fake multimedia understanding is community dependent. Multime-
dia can be altered for many reasons: fraud, greed, malice, humor, profit, deception,
education and to sway public opinion, to rewrite history and to show discontent [8].
Digital photographs for instance in the news industry are often adjusted for reasons
of aesthetics by changing the contrast here, a color-alteration there. But they can also
be altered with the aim to deceive public.

In the scope of this work, we are not interested in the analog multimedia repre-
sentation. Instead we deal with digitized multimedia representation. Digitization of
media opens the door to their easy manipulation. According to [49], the principles
of media digitalization have made the process of media manipulation, organization,
sharing, transferring, and remixing easier and increasingly automated. Furthermore,
the recent advances in digital multimedia technologies such as acquisition, process-
ing, ease of hosting, transmitting and migrating digital media over the Web have
complicated the important task of determining media authenticity.

Automatic and cryptographic techniques [17, 31, 40, 65] are used to ensure or
protect media integrity, but exhibit problems with context and semantics. Automatic
approaches are not able to detect the iconographic meaning of a picture determining
the importance for the spectator. In our previous contribution we presented a
community-based approach for avoiding fake media distribution and untrusted
media evaluation [63]. We faced the problem of trustworthiness of agents involved in
this approach. Furthermore, the cold start problem posed the challenge of no media
and no users being available for evaluation. The elicitation of contributions from
users is problematic [64] because of a lack of incentives for giving feedback or actively
contributing content.

In this article, we describe a new approach for facilitating faked media manage-
ment and detection in community-based social networks. Our contributions are as
follows.

– We developed a new Media Quality Profile for semantic multimedia clas-
sification. To the best of our knowledge, our MQP is the first trust-aware Media
Quality Profile that includes multimedia reputation metadata powered by trust
and distrust among people and confidence in the system in its computation.
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– We developed a serious gaming platform to address the fake media detec-
tion community cold-start problem. We identified the cold-start problem in
our community-based fake media detection system, and thus designed a game
platform to engage participants to provide media authenticity ratings, while they
enjoy the game and receive incentives to keep playing.

– We identify the notion of confidence, trust, distrust and their dynamics as
necessary refinements of existing models.

– We improve the precision in computing trust-aware aggregated media authentic-
ity ratings by introducing a trust inference algorithm for yet unknown sources.

The rest of this article is structured as follows. In Section 2 we first describe our
Multimedia Quality Profile with a focus on the inclusion of trust-aware media rep-
utation information. In the following sections, we discuss the components necessary
to power our MQP with sufficient data and computing techniques. In Section 3 we
describe how to initially solve the cold-start problem by introducing a community
platform for playing simple media authenticity rating games and thus to guarantee
sufficient multimedia content accompanied by rating data. In Section 4 we discuss
the characteristics and challenges of trust management among participants in such
systems and present a model, an implementation, and an evaluation of our approach
to compute trust-aware aggregate media authenticity ratings as proxy measures to
media reputation in our MQP. Finally, we conclude and provide an outlook to future
work in Section 5.

2 The Multimedia Quality Profile MQP

Multimedia are now used in wide areas and distributed in different ways. Multimedia
authenticity is becoming increasingly important. While the vast majority of trivial
multimedia alterations have trivial consequences and are thus acceptable, some sorts
of multimedia forgery can cause serious problems. Automatic detetion techniques
have their limitations. Therefore, we can only rely on the Web 2.0 and community
methods to judging media authenticity. Media quality in terms of authenticity infor-
mation must be captured and presented to community members in a meaningful way
to become useful. To help managing fake media detection, we need measures and
mechanisms to support judging media authenticity. Therefore, we propose our MQP
to help community members in their decisions about multimedia quality. However,
designing a Multimedia Quality Profile requites a comprehensive understanding
of multimedia distribution, semantics, evaluation problems and dynamics within
community systems.

This section presents a detailed description of our proposed Multimedia Quality
Profile (MQP). The aim is to create a data model including both automatically
computed and community-generated information. The media can be described in
many different ways regarding for example their content from either a technical or a
semantic point of view, its technical attributes, and its quality. Our MQP consists
of combinations of metadata drawn from various parts of our fake multimedia
management and detection system [61], namely media annotation, visual feature
extraction, and community and trust-aware media authenticity rating management.
MQP is based on a few main components, which are acquired either automatically
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by a device or manually by communities of people, and which act as combinable
building blocks to support different kinds of use cases (cf. Fig. 2):

1. Exchangeable Image File Format (EXIF) descriptions:
EXIF [77] is a standard that specifies the formats for images, sound, and ancillary
tags used by digital cameras, scanners and other systems handling image and
sound files recorded with digital cameras.

2. MPEG-7-based descriptions:
MPEG-7-based descriptions [47] in our MQP include multimedia content and
semantic descriptors. MPEG-7 multimedia content descriptions may include
information describing the creation and production processes of the content,
information pertaining to the usage, storage features of the content and infor-
mation about the interaction of the user with the media content. It can be on a
global scope (i.e. describing only metadata related to a complete media item,
such as title and production information) or related to spatial, temporal and
spatiotemporal segments of the content. MPEG-7 semantic base types are used
for the description of semantic entities present in the multimedia content, i.e. a
set of semantic concepts agents, objects, time points, places, events, concepts, and
states to cover the semantic space queries. Events can be perceived as occasions
upon which something happens. Agents, time, objects and places can further
describe such occasions. These entities can have properties and states and are
interrelated among themselves.
Furthermore, MPEG-7 allows for the storage of low-level features. We should
note that these features do not provide comprehensive information about a
medium being authentic, but they support to the process of community decision
in different ways: Similarity Search. The comparison of low-level features of
different media enables similarity search and content-based media retrieval.
Given a yet unknown picture a mediator can first apply content-based image
retrieval on available multimedia repositories to find out whether similar images

Fig. 2 Media metadata
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are present. In case of finding similar pictures the trust towards both given
and reference image source is lowered and distrust raised. In our work we
make use of MPEG-7 color and texture feature descriptors [48], both of which
are based on the HSV color space and denoted by histograms. Among many
useful MPEG-7 visual descriptors, we consider color layout, scalable color,
dominant color, edge histogram and color structure to create an image signature.
Identif ication of media Alterations. In the case of existing similar media visual
signature tools [7, 32] can be applied to affirm the presence or absence of media
alterations. Image signatures are extremely robust tools for identifying images
with alternations and editing effects.
In our system we implement several Web services enabling the community-
aware creation, management and usage of MPEG-7 data. In particular we
employ services for multimedia content and semantic base type and multimedia
content descriptions including functionality such as low-level feature extraction,
similarity matching, and content based image retrieval [37, 74]. In particular, we
use Caliph & Emir [45, 46] for the extraction of MPEG-7 visual descriptors and
Exif data.

3. Media reputation information:
One of the most important metrics we promote in our fake media detection
approach are the trustworthiness of media sources and evaluators, and in con-
sequence media reputation. Due to the risk of unfair media evaluation, using the
mere average over all ratings as a quality measure may trend towards superficial
evaluation or even worse to attackability. Therefore, the trustworthiness of the
community agents providing media authenticity ratings is used as a weighting
factor. We assume that if a particular community agent is trustworthy, it is likely
that he will provide fair ratings. We thus propose to have some criteria or quality
dimensions by asking the following fundamental questions:

– Is the media source trustable?
– Is there any similar version of the medium?
– Are media authenticity ratings trustable?
– Is a critical mass of trustable authenticity ratings reached?
– Is the number of trusted raters acceptable?
– Which experts have been involved in the media evaluation?
– Is the resulting media reputation credible?

A majority of positive answers to the above questions can be an good indicator
for right decisions about media authenticity. As decision some rules can be used
such as if a medium has a reputation value smaller than a specif ic threshold,
then it is likely to be fake; otherwise it is likely to be real. Having a Media
Quality Profile with such metadata thus provides substantial decision support for
media authenticity. Moreover, it will allow us to identify and explore key risks
of quality of a medium to decide its publication and distribution. To the best
of our knowledge, no standardized multimedia quality profile including media
reputation information exists. Thus, we propose to develop an own schema,
based on the above discussions. Using an XML format for storing such a quality
profile benefits from the extensibility property, since new descriptors and metrics
can be added easily. RDF can also be used, which could facilitate web searches
and semantic queries.
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For media evaluation, the expertises and reputations of selected media eval-
uators or groups of experts serve as a guarantee of the media quality. Thus,
collective aggregated media authenticity ratings of community members must be
augmented with information about numbers, reputation and expertise of raters
to come to a credible media quality indicator. In our system, we identify the
following roles involved in establishing information about media authenticity:

– Mediator: agents that control the media quality and decide publishing or
rejecting media, establishing thresholds, monitor changes

– Normal user: agents that contribute/add/rate media
– Expert: a highly trusted user and/or domain expert
– Malicious user: an agent that intentionally degrade or upgrade the media

quality evaluation to misinterpretation it, they can exist as individual and
collusive malicious evaluators.

Consequently, the media reputation included in our MQP is in general con-
structed through dynamic interaction among the members of the above men-
tioned groups contributing in different activities and playing different roles.
An expert is expected to provide more reliable media authenticity ratings than
someone who is new to this topic or domain. Thus, media evaluation done by
experts and highly trusted users will be more valuable.

An XML schema for media reputation information We follow an attribute-based
data model used extensively in data quality literature (e.g. [79]). By attributes we
refer to the characteristics that affect the overall media evaluation and by metrics
refer to measures for the given attributes. As it can be seen in Listing 1, an
XML schema has been created that prescribes the shape of the resulting XML
representation of the trust-aware media reputation part of the MQP. The main
element is Reputation, the root which groups the data values: Rates and the number
of trusted users (NrOfTrustedUsers) which will be considered when the aggregated
rate will be computed. The Rates element stores the sequence of ratings that were
registered for the media until the moment represented by the TimeStamp attribute.
Each Rate element stores a rating assigned by a given user together at a given
timepoint represented by the attribute dateTime. The aggregated rating will be
computed separately for each user using the user’s local trust values. In Section 4 we
present how these values are computed. Those ratings considered for the aggregated
media authenticity rating will be the first NrOfTrustedUsers ratings ordered in a
descending way by the trust values the user assigned to the raters. To keep track
of the way the reputation is changing in time, the previous data contained will be
stored in a materialized view whenever a new MQP is created.

Monitoring media status We use a widget interface continuously displaying media
reputation on a real-time basis (cf. Fig. 3).

Results are currently displayed in a text format and can be augmented with the
corresponding flags coding the current status of the particular medium. We should
note that part of the displayed information is viewer dependent, since it depends
on the trust relation the user has regarding the underlying media at a certain point
in time. Once a medium has been uploaded and the evaluation has been started, a
default MQP instance is generated. Then, its values are triggered after adding new
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Listing 1 XSD schema for the MQP media reputation part

media authenticity ratings. We describe dynamicity in terms of trust progression in
Section 4.2). At a certain point in time the media quality profile can be automatically
generated by profiling the evaluation history up to that point in time. We accept only
one valid rating during each time interval to avoid repeated malicious authenticity
ratings. If there does not exist a sufficient amount of ratings given by a sufficiently
large group of trustworthy users, then no aggregated rating can be computed.

Since media reputation in terms of fakes is considered a proxy for media au-
thenticity, we established a limit in the number of trusted users as a threshold. The
confidence in the resulted media reputation value (aggregated authenticity ratings)

Fig. 3 MQP data including trust-aware aggregated media authenticity ratings
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can be identified as a scaling factor according to the number of trusted users or
experts to take a decision. The final decision can take the mean of media reputation
and the confidence.

We are implementing a set of Web services to generate media quality profile in-
stances which combining automatically generated and community-driven metadata.
For security considerations regarding our proposed quality profile, digital signatures
can be embedded to verify its integrity and to prevent tampering.

3 Cold-start problem and media authenticity rating games

One of the main challenges in Web 2.0 communities is finding a solution to
Nielsen’s participation inequality (90-9-1 rule) [57] and the user and item cold-start
problem [69] describing the lack of users and media in the system and/or the lack
of detailed user and media profiles. Our community-based fake media detection
system can only be effective if a critical mass of trustable media authenticity ratings
is available. The challenges here are how to ensure the usability of the system to
sustainably attract a critical mass of users especially right after the launch of the
system where an insufficient amount of media and authenticity ratings has been
collected.

Different approaches have been proposed to address this challenge. Kim [36]
argues that the key is in the design of an online community. For starting and
maintaining a successful online community he introduced nine strategies. Turner [78]
proposes to import existing contents and user profiles into the system. Others provide
incentives to encourage participation [10, 26] or attempt to hire users to seed their
sites (cf. Amazon’s Mechanical Turk). In an educational context, learners required
to submit their homework via community systems are provided with participation
bonus for using the system [81]. To not only regulate the quantity, but also the
quality of agents’ media authenticity ratings and to ensure a sustainable level of
participation in a community-based fake media detection system, it is important to
create participation incentives. As a motivation strategy [10], we have designed a
portal for sharing media and playing a suite of media authenticity rating mini-games
following the principles of [3, 36]. Our goal is to create low entry barriers and strong
binding of user interest to sustainably engage as many users as possible in sharing
and evaluating the authenticity of media. In the next section, we discuss our gaming
approach and its use in our community-based fake media detection system to deal
with the cold-start problem.

3.1 Serious games in community-based fake media detection system

Benefiting from a growth rate of social networking platforms and increasing numbers
of interfaces offered by them to leverage and extend their built-in core functionality.
S erious games are a proven way of leveraging the wisdom of the crowds to tackle
tasks that are easy to solve by humans but cannot yet be solved by computer
algorithms in an appropriate way [60]. Serious games use entertainment technology,
principles and creativity to build games that carry out real world objectives. There-
fore, serious games are in our context just a result of applying games and simulation
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technology to non-entertaining objectives [89]. Thus, they are called Games with a
Purpose (GWAP).

Although GWAP can be entertaining, they have been used for different pur-
poses including educational training, health care,1 political games,2 military training,
strategic communication such as America’s Army,3 image labeling such as the ESP
Game.4 In the Goggle Image Labeler,5 players provide meaningful labels which in
consequence improve the Web-based search as a side effect of playing the game and
many other sectors of society (See an overview of serious games [76]). Following
a crowdsourcing approach in the form of a game with a purpose, our games serve
the main goal of motivating users to generate a high number of media authenticity
ratings, yielding a large set of manually rated media to be evaluated for fakeness.
This information is then used for searching and ranking experts and highly trusted
users and powering the media reputation part of the MQP.

Motivating users The main challenges when creating GWAPs is motivating users
to play the game while generating useful data. There are two factors which any
Web community has to take into account. First, how do users interact with each
other? Second, what do they expect to get in return for their involvement and
contributions? Games have to include incentive schemes that engage users while
delivering considerable amounts of artifacts in terms of media authenticity ratings to
overcome the cold start problem. In collaborative and social networking platforms,
the main motivation to play the game is the level of entertainment they provide,
as well as additional incentives such as experience points, levels or achievements
that may be built into the application. Asking ourselves, what could motivate people
to dedicate their valuable time to rating media authenticity, we see the following
options:

1. We assume people will contribute because they have intrinsic interest in mul-
timedia and media evaluations and simply contribute because they believe that
they do great work for mankind. In this regard, the social facilitation effect is
considered a widely harnessed non-monetary incentive mechanism to promote
increased contributions to online systems [86].

2. Providing an awarding mechanism and non-monetary incentives as source of
motivation for user contribution in an authenticity rating process.

3. Providing economic incentives, by means of paying money to users to encourage
them to participate and contribute in multimedia authenticity rating similar
to some social network platforms that attempt to hire users their sites using
Amazon’s Mechanical Turk6 or CrowdFlower.7

4. Setting up an authoring and rating mechanism enforcing data acquisition.

1www.legacyinteractive.com
2www.takebackillinoisgame.com
3www.americasarmy.com
4www.espgame.org
5images.google.com/imagelabeler/
6www.mturk.com/mturk/
7http://crowdflower.com

http://www.legacyinteractive.com
http://www.takebackillinoisgame.com
http://www.americasarmy.com
http://www.espgame.org
http://images.google.com/imagelabeler/
http://www.mturk.com/mturk/
http://crowdflower.com
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Furthermore, we support the effect of other proven sources of motivation that
have been studied in online collaborative sites such as Wikipedia (cf. [11, 39]).

Media authenticity rating games design Our work adopts Luis von Ahn’s paradigm
and principles [2] for designing our mini-games.

1. Simplicity. Keep it simple.
2. Fun is a predominant user experience. Research suggests that incorporating

game elements into user interfaces increases user motivation and the playfulness
of work activities [3, 71]. According to [71], besides providing the right function-
ality and usability features, engaging users with fun features is an important de-
sign goal for game interfaces. These include attractive graphics, appealing sound,
animations, etc. (cf. the Eight Golden Rules for designing user interfaces [72]).

3. Collective intelligence. The wisdom of crowds mechanism is adopted in our
games. If many (trusted) users say that a medium is fake, then it is likely to be
fake. It has been reported that groups of users perform well only under certain
conditions to fulfill the requirements to tap the wisdom of crowds.

4. Massive user participation. Our games aim at massive user participation. The
assumption about the effectiveness of collective intelligence by means of wisdom
of the crowds is true only by reaching a critical mass of user participation and
massive generated data in terms of media authenticity ratings.

Requirements & challenges The hidden goal behind our serious gaming approach as
mentioned above is to collect and acquire multimedia metadata (ratings, tags, media
content). From the data produced in the games, we derive the media and user rep-
utations later on used for generating an MQP instance. When hiding the fakemedia
detection community cold-start problem and media reputation generation behind
mini-games the following challenges and requirements are taken into consideration:

– Designing the games scenarios, be sure that the games conceptual design is made
such that they are fun to play and achieve their main goal.

– Creating the user interface usable, attractive and aesthetically appealing.
– Aquire a large media dataset for more precise information.
– Ensure fairness of generated data. However, expecting users to provide honest

and fair ratings seems to be a challenge. It is required to develop a mechanism
that renders malicious behavior difficult or at least minimizes its occurrence and
impact.

– Ensure scalability by balancing user distribution over time.
– Ensure sustainable contribution.
– Introduce user roles such as rater, tagger and/or media uploader.
– Provide additional incentives to sustainably play the games.

Game play & incentive scheme In this section we present a detailed description of
our rating games. To regulate quantity and quality of contributed media authenticity
ratings and to ensure a sustainable level of participation in our community-based
fake media detection system, it is important to create participation incentives. As a
motivation strategy [10], we have designed a portal for sharing media and playing a
suite of media authenticity rating mini-games following the principles of [3, 36]. Our
goal is to create low entry barriers and strong binding of user interest to sustainably
engage as many users as possible in sharing and evaluating the authenticity of media



Multimed Tools Appl (2014) 70:1069–1098 1081

content. We support some main ideas of gamification in terms of earning points
and achievements and reaching levels. Figure 4 shows the “HawkEye” game as an
example, where the player is presented a medium with yet unknown authenticity
status and should simply rate it as fake or real. Of all uploaded suspect images, a
random medium not yet rated is displayed to the player. The player can rate the
image as fake or real. Additionally, he can request a clue that indicates what ratings
have already been given by other players for that particular image. If unsure, he can
always skip to the next image.

Since the purpose regarding the games is to collect as many ratings as possible,
players can and should play as much and as long as they want. Other games
involve the player in finding locations of forgery. Multiplayer variants are also
imagineable, e.g. who rates the most pictures in a given timeframe. In the course of
playing these games and providing ratings repeatedly, the player collects experience
points, eventually resulting in higher levels . Additionally, players can earn and
collect achievements as further symbolic incentives to continue playing. All of these
common concepts present in current online games aim to bind players over a long
time.

It should be noted that a scoring system for right or wrong ratings is problematic
due to the possibly long delays between the player’s rating and the final decision
of a mediator based on the aggregated result of the collaborative rating process
(cf. [63])—only if the medium is decided to be real or fake, an achievement can
be added to the player’s profile. Thus, we make a difference between normal
community activity points and achievements granted for any ratings, regardless of
their correctness, and special community expert points and achievements granted for
trustable and correct ratings according to our trust update algorithm described in
more detail in Section 4.

Fig. 4 The fake media detection portal



1082 Multimed Tools Appl (2014) 70:1069–1098

With increasing community expertise either in form of points or achievements,
players can reach four different expertise levels (i.e. novice, intermediate, advanced,
and expert). Initially, a newcomer to the system has no points and achievements
and is thus assigned to the lowest level novice. In the further process the player is
encouraged to earn more points and achievements to reach the next level. Agents are
shown their current levels and the number of points they need to reach the next level
or to win achievements. Presenting the current expertise levels additionally motivates
agents to continue rating media. Moreover, they can see other agents currently
connected to the system and their status, which offers some kind of transparency;
every one sees the same thing [16]. Furthermore, with increasing expertise, players
can unlock special rights to upload and share more media to have them evaluated
by other community members, which makes them more influential in the fake media
detection community.

Explanations of all collectable achievements and the conditions for earning them
must be visible to the player at all times. Normal achievements are awarded to
agents reaching a certain number of authenticity ratings over a given period of
time, upload a certain number of media for different communities or media of
particular category (political, science, animals, etc.) and other normal achievements
for rating a certain number of media for different communities. For certain special
actions motivational symbolic achievements can be attached to the player’s profile
and reflected showing the corresponding media. Examples for such actions and
achievements are “Be the first one to rate this image” (Initiator), “Be among the first
ten agents to rate this image” (Pioneer), etc. Special achievements are then granted
to players for a certain number of trustable media authenticity ratings, e.g. for having
submitted 100 trustable authenticity ratings or for uploading 50 pictures in a special
category.

Each increase in community activity or expertise points or achievements further
increases the player’s chance to be ranked higher in top-N expert lists for particular
communities or in general, where community expertise is weighted much higher than
mere community activity. Top-N ranking lists can show high scores achieved on a
daily, weekly, monthly or all-time basis.

Fig. 5 Game evaluation
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Fig. 6 The fake media
detection mini-game “fake
fighter”

3.2 Game evaluation

We found that using a game approach can be an effective way to collect data. We
have collected a set of suspected media uploaded to our system in a short period of
time, and a large number of media authenticity ratings were given by players.

According to the players’ comments, the game seems to be fun and enjoyable.
In a 6 day period, close to 45 users joined the community, and contributed about
120 suspect images. Via the rating game, over 1,300 individual user ratings for these
suspect images were collected. As an analogy to the 90-9-1 rule, we have created
charts depicting user contributions in our community portal.

Figure 5 demonstrates the fraction of members belonging to each of the three
categories: heavy contributors, intermittent contributors and lurkers. 9% of the
members were responsible for the contribution of a majority of the suspect media,
16% uploaded a few whereas 75% did not upload any media. Concerning the media
ratings, the percentage of very active members in terms of providing ratings and
playing the game is 12%, of active members is 35% and of inactive members (few
or no ratings) is 53%. We are intending to evaluate the game again after a longer
period of time.

The game we have presented is the first prototype of a mini-games series. In
the meantime, a set of further fake media detection mini-games was developed
introducing new concepts such as hacking through a network of malicious media
agencies to also make players aware of media distribution (mal)practices (cf. Fig. 6).

4 Trust management in collaborative fake media detection

The power of community information systems comes from their ability to capture
real-world phenomena such as collaboration, competition and partnerships. In gen-
eral, trust is an essential issue in all such systems involving interactions between
people. A lack of information about community member reputation such as their
credibility, reliability, and finally their trustworthiness can lead to distrust within and
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across communities. Consequently, the concept of trust must not be neglected in
our approach of collaborative fake media detection. When it comes to users rating
the authenticity of media and other users having to rely on such ratings, then a
Multimedia Quality Profile derived from community authenticity ratings must also
contain reputation information about the involved raters. Without this information
the system becomes attackable easily. For example if the average of all media
authenticity ratings is used as the only proxy measure for media authenticity, then it
is easy to influence in a wrong direction by programmatically creating a huge amount
of user accounts and letting all of these accounts rate maliciously [15, 82, 83].

Thus, especially in our proposed approach of collaborative fake media detection
games, support for trust management and awareness must be an integral part of the
system. It should be noted that we deal with trust not from the classical security
point of view, but from a behavioral and social perspective. Approval of the agents’
trustworthiness is not established on static certificates again issued by authorities that
must be trusted. It rather relies on outcomes of agents’ previous interactions in terms
of reliability.

In this section, we discuss our approach to trust management and awareness in
collaborative fake media detection systems in more detail. First, we discuss key
characteristics and challenges in trust management we found in literature. Then, we
present our refined model and implementation of trust management and awareness.
Furthermore, we present an evaluation of trust inference in collaborative fake media
detection system and discuss evaluation results.

Characteristics of trust Trust has been studied in several disciplines, such as so-
ciology, psychology and economics, and definitions greatly vary across disciplines.
Although until now there is no consensus on a complete definition of trust, there is
wide consensus that trust is essential regarding interactions among people. First of all,
trust is a key to positive interpersonal relationships in various settings [19, 43]. As a
consequence, trust is key for the initiation of cooperative endeavors [5, 14, 20]. Trust
becomes even more central and critical in cases of uncertainty due to organizational
crisis [54].

Computationally, trust between entities is modeled as an overlay network of the
original social graph, where edges are augmented with specific trust values of one
entity towards the other. Trust networks are thus (partial) social networks in which
the entities augment the edges by expressing their trust towards other entities. In
most works on computational trust, these values are normalized to the range of 0
(no trust) to 1 (full trust). Victor et al. [59] state that there exist two important
problems influencing trust opinions, which are challenges for trust networks. First,
in large networks, it is likely that many agents do not know each other, which causes
an abundance of ignorance. Second, there often exists a lack of a central authority,
different agents might provide different and even contradictory information. These
two issues may affect trust estimations.

No matter what the particular definitions of trust are, all of them refer to a basic
set of key characteristics [25, 27, 33, 52] we considered in modeling and working with
trust networks.

Transitivity Trust can be transitive. Let agents A and B trust each other well and B
has a friend C. Then it is very likely that A may trust C to a certain extent even though
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they have never met. However, it is also true and reasonable for A not to trust C
referring to that trust is not perfectly transitive in the mathematical sense, especially
with growing path length between individuals in the social graph. Intuitively, trusting
a friend’s friend is less reliable than trusting a direct friend or even myself. Therefore,
it is reasonable to say that trust decreases with increasing path length.

Asymmetry Trust relationships are asymmetric. While A may trust B to 100%, B
may not necessarily exhibit the same trust towards A.

Personalization Trust is relative and dependent on personal subjective opinion,
often based on previous experiences. Two agents may thus have very different
opinions about the trustworthiness of the same other agent. Furthermore, an agent
might give very little consideration to the opinions of agents he does not trust much,
while the opinions of agents he strongly trusts are given more consideration.

Context-dependency Trust is context dependent. An agent can possibly trust a
colleague sufficiently in a working setting, while he does not trust him very much
in a private setting.

Dynamicity Trust is dynamic and can change over time with additional experiences.
While an agent might have been trustworthy for a long time, a series of malicious
actions can harm his trustworthiness for the future and even cause distrust (cf.
Section 4.1).

From the network perspective, trust metrics are subdivided into global and
local metrics [88]. Global trust metrics take into account all network members
and trust relationships connecting them. In global trust computation, each agent’s
trustworthiness is computed from the perspective of the whole network. Each agent
is thus assigned a single trust value. Global trust ranks are assigned to an individual
based upon complete trust graph information. Such metrics are introduced in [25, 41].
Local trust metrics take into account personal bias as personalized trust [55, 56]. Such
metrics take the agent for whom to compute trust as an additional input parameter
and are able to operate on partial trust graph information. Trust inference in local
trust computation is done from the perspective of another agent. Therefore, each
agent can have more than one trust value in the network.

A lot of trust modeling approaches exist, but completely ignore the concept of
distrust (e.g. [42, 44, 55, 85]). The emergence of interest in modeling the notion of
distrust has been highlighted in literature [18, 23, 75], but there still exist few models
considering both trust and distrust. Some approaches consider trust and distrust as
opposite ends of the same continuous scale “negative mirror-image of trust” (cf. [1,
24]). On the other hand, there are opinions arguing that distrust cannot be seen as a
lack of trust [12, 21, 22, 50]. Gans et al. [22] state that “Distrust is regarded as just the
other side of the coin, that is, there is generally a symmetric scale with complete trust on
one end and absolute distrust on the other”. Moreover, the authors stress that distrust
is a reducible phenomenon that cannot be offset against any other social mechanisms
and that distrust is relevant to the formation of social networks. We share Gans’s
notion of trust accompanied by the additional concepts of conf idence and distrust in
his TCD model [21].

In addition to trust, users experience a certain level of confidence in systems
managing trust, i.e. its technical realization, transparent rules of participation,
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operating institutions and overall population. The distinction between trust and
confidence plays an important role for the regulation and control of social networks.
Networks need to develop binding rules facilitating trust-based interactions between
members, e.g. for protecting confidentiality of information, for sanctioning breaches
of trust, etc. According to Gans, the implementation of such rules is essential
for the long-term success of social networks. Although confidence and trust may
facilitate increased cooperation among network members, this cooperation has its
costs, since network members still have to be watchful towards their trusted peers.
Such watchfulness usually results in monitoring and reflecting the trust in individual
members and the confidence in the system as a whole.

Additionally, the concept of distrust causes watchfulness and monitoring. Gans
defines distrust as expectation of opportunistic behaviour by partners. In the process
of cooperation, individuals might observe irregularities in the behaviour of their
peers, leading to an ascent of distrust towards them. Once reaching individual
thresholds, individuals start investigating on irregularities as evidence of their peers
not being trustful. With a low distrust level, each irregularity might be seen as a single
unplanned event, while with high distrust level, irregularities are seen as a series
of planned negative events. On the first glance, distrust might appear as a negative
mental state of one individual towards its peers, but the contrary is true. Gans proved
that distrust vitalizes the network culture in terms of introducing a constant feeling of
insecurity, thus resulting in more flexible and attentive behaviour of its participants.

In the remainder of this section, we discuss how we applied the concepts of trust,
confidence and distrust in fake media detection, in particular during the collection
of media authenticity ratings being the main input for our Multimedia Quality
Profile.

4.1 Trust, confidence, distrust & media authenticity ratings

In [63] we presented a simplified model of today’s media distribution based on a
Publish-Subscribe model. A so-called mediator m maintains a list of sources Sm

proposing media for publication. In order to provide better decision support for a
mediator for or against the actual publication of an information item i and in turn to
prevent reputation loss of m due to publishing media item i as true although it was a
fake or vice versa, we introduced the notion of trust t(m, s) of m towards any of his
sources s ∈ Sm into the computation of an aggregated authenticity rating a(m, i) of m
towards i over all submitted ratings r(i, s).

a(m, i) =
∑|Sm|

j=1 t(m, sj) · r(i, sj)
∑|Sm|

j=1 t(m, sj)
(1)

Furthermore, we presented a set of Web services enabling users to assign trust
values to their contacts to provide authenticity ratings for media. We also described
an algorithm that adapted trust values based on agreement or disagreement between
a respective mediator and its sources [63]. On the event of mediator m taking either
one of the actions of publishing a medium i as fake (pfake(m, i)) or real (pfake(m, i)),
the trust values of m towards all s ∈ Sm was automatically raised, if m and s were
agreeing resp. lowered, if m and s were disagreeing.
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However, in [63] we made a couple of oversimplified assumptions that needed
refinement:

Trust inference We assumed that all trust values t(m, s) were available. However,
in a realistic scenario a mediator does in many cases not have explicit information
about the trustworthiness of a yet unknown source in the moment of establishing
a relationship or having to quickly decide about publication. In such cases m can
only assume standard initial trust values towards s, e.g. being optimistic (t(m,s)=
1), pessimistic (t(m, s) = 0) or indefinite (e.g. t(m, s) = 0.5 or not defined). As a
consequence, the results for a(m, i) are comparably imprecise. It is thus desirable
to derive improved a-priori information on trust values for yet unknown contacts
to improve the precision of authenticity ratings. In our work we addressed this
problem by introducing a modified version of Golbeck’s TidalTrust trust inference
algorithm [25]. Our implementation is described in more detail later in this section.

Trust bootstrapping Another challenge we faced is trust bootstrapping. The chal-
lenges are how to predict trust between agents in case no interactions have been
captured so far and how to integrate newcomers which have no relations to any
other members in the system in an existing trust network major component. In
collaborative systems, trust is highly connected to the users’ capability, activity and
interest similarity. If a user’s assigned ratings are similar to well-known trusted users,
they may enjoy initial trust to some extent. According to [73], there is strong evidence
that users who are similar-minded tend to trust each other more than any random
ones. For example movie recommendations of people with same interests are usually
more trustworthy than the opinions of people with a different taste. Ziegler and
Golbeck [87] have proved a correlation between user similarity and trust. Thus, trust
can be predicted by similarity to a certain extent. However, trust prediction by rating
similarity is not yet implemented in our system.

Dynamicity of trust & authenticity ratings Whenever an aggregated authenticity
rating is computed, it only reflects the current situation, i.e. the current levels of trust
of m towards its sources Sm and the current ratings of each source. However, trust
is highly dynamic and is changing over time, often in conjunction with significant
events. Furthermore, sources might change their opinion about the authenticity of a
medium at a later stage. Thus, the temporal dimension must be explicitly adopted
into our equation. Consequently, our Media Quality Profile must be considered
dynamic as well. Practically, each trust rating towards an entity should be accom-
panied by the timepoint of rating. With this combination, trust progression becomes
traceable (cf. Section 4.2).

Automatic vs. manual trust updates Our trust update algorithm suggested to adapt
trust values automatically. However, it was reported by users acting as mediators,
that they prefer to stay in control of adapting trust values. Our algorithm is still used
to make the mediator aware of potentially untrustable sources and to propose, but
not automatically enforce a negative trust update (cf. Fig. 7).

Trust, conf idence & distrust We assumed that trust is the only concept playing
a role in relationships between mediators and their sources. However, we agree
with Gans’ TCD model and thus extended the existing model by the two additional
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Fig. 7 Making mediators
aware of potentially
untrustable sources

concepts of confidence and distrust. First, trust among community agents must be
represented in authenticity ratings as precise as possible. Second, confidence in the
system managing authenticity ratings and trust and producing Media Quality Profiles
in the end must be given in terms of security and privacy protection on the one
hand and reliability and validity of the underlying models and algorithms on the
other hand. Finally, distrust must be supported by means of transparency regarding
the rules used for trust and rating inference as well as awareness of other agents’
activities. In our notion, the established level of confidence controls the level of
system usage and the number of involved users, while trust and distrust control the
density of the emerging social network of mediators and sources, in extreme cases
possibly leading to percolation (cf. [6, 9, 13]). Data sources for powering the inclusion
of confidence and distrust proxy measures into our model already exist, e.g. in form
of the MobSOS/X monitoring data model [62, 70]. In conjunction with data mining
and visualization tools applied on such a dataset it is theoretically possible to create
awareness for the confidence of users in the whole system or its individual services as
well as to support watchfulness in terms of monitoring individual users’ activities with
respect to the distrust factor. However, concrete proxy measures and computation
rules thereof are still subject to further research.

Taking the above considerations into account, we refined our initial model for
aggregated media authenticity ratings (2).

a(m, i, t) = ζ(m, t)

∑

s∈Sm

τ(m, s, t) · δ(m, s, t) · r(i, s, t)

∑

s∈Sm

τ(m, s, t) · δ(m, s, t)
(2)

All functions referring to dynamic concepts such as trust, confidence, and distrust, as
well as authenticity ratings were augmented with an additional parameter t modeling
the timepoint of sampling. ζ(m, t) models the confidence of a mediator m in the
whole system at a timepoint t. τ(m, s, t) resp. δ(m, s, t) model the level of trust
resp. distrust a mediator m maintains towards one of his sources s ∈ Sm at a given
timepoint t. Besides the mere computation rules, the system provides technical
support for these concepts. In the following paragraphs, we describe our technical
realization.

Support for trust management & inference In [63] we presented a model relating
media authenticity ratings with trust values of community agents as well as an
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algorithm that adapted trust values based on the agents’ activity history. What re-
mained unclear were initial trust values towards unknown agents—only uninformed
initial presets such as being pessimistic, optimistic or undecided were possible. We
argue that with a trust inference mechanism, we can improve the precision of
a(m, i, t) by more informed trust ratings for yet unknown agents. Based on the
properties characterizing social networks [4, 53, 80] and a literature study on trust
inference [25, 34, 51, 66, 84], we implemented a slightly modified version of the
TidalTrust algorithm by Golbeck [25] for social networks induced by XMPP roster
lists [68] as a LAS [74] Web service. TidalTrust uses the intuitive notion of asking
direct or indirect contacts about their opinion on the trustworthiness of the unknown
source. Technically, the algorithm first searches for the shortest paths between
two entities in the trust network graph in a breadth-first-search (BFS) manner
and then selects a set of paths for which an aggregated trust value is computed.
However, in contrast to Golbeck, our algorithm works on directed graphs. The other
difference to Golbeck’s algorithm is that we dropped the constraint of a longest
path length threshold due to the complex network properties inherently found in
such networks. Since the basic approach of TidalTrust is BFS, the worst-case time
complexity is in O(|V| + |E|). However, the special network properties and initial
simulation results suggest a much better practical time complexity for healthy trust
networks.

Practically, we enabled the augmentation of any XMPP entity by a trust value
and used XMPP roster lists [68] to form a trust network. Thus, we can manage and
infer trust values for literally any XMPP entity (individual persons, communities,
automatic agents, servers, etc.). In its current state, each XMPP entity transfers its
complete roster list to a Web service responsible for storing and infering trust values
over a complete network of XMPP entities. Thus, it would be possible to compute
global trust values of all users. However, we believe that trust information should
rather be kept distributed, so that organizations or individuals remain in control
and decide their own policies. In practice, such a distribution is only achievable
with additional protocols. Following our approach of using the XMPP protocol, it
is feasible to directly integrate trust information with roster lists maintained at the
respective server installation of an organization or an individual.

Support for conf idence & distrust We agree with Gans’ TCD model and thus do not
consider distrust as the exact opposite of trust in the sense that trust and distrust add
to a zero sum. While the level of trust reflects the level of trustful actions in terms of
willingness to commit valid authenticity ratings, the level of distrust encourages the
engagement in monitoring the sources providing authenticity ratings.

Confidence in the system itself in terms of security and privacy protection is
guaranteed in the XMPP core specifications [67] with features such as secure authen-
tication via SASL and TLS channel encryption. Confidence in the underlying models
and algorithms is provided by public documentation and can in future be augmented
by visualizations of the algorithm’s basic functioning principles (cf. [28, 29, 58]).
Using the game-based approach described in Section 3, such visualizations can be
added to the game UI. In order to provide awareness on other agent’s activities, we
employ MobSOS/X monitoring [62, 70] to derive and visualize aggregated activity
histories. Again, visualizations can be shown in interfaces such as the game UI
described in Section 3.
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4.2 Evaluation of trust management

In a short evaluation study involving 14 subjects, we evaluated a prototype fake
media detection system enabling users to assign trust ratings to other users as well as
to upload and assign authenticity ratings to media (cf. Fig. 4). Subjects were divided
in two groups. A “good group” was instructed to rate correctly to the best of their
knowledge, while an “evil group” was instructed to rate maliciously wrong. Subjects
were instructed to not expose their role during the whole evaluation session. Our
prototype additionally implemented intent-based realtime communication between
the indidual widgets establishing the fake media detection UI used on the side of
participants. We also used trust values and thresholds for enabling users to control
if intents are allowed to change the user’s view or should be dropped. During the
evaluation period in total 176 trust ratings have been submitted for 104 distinct
relationships between XMPP users. Eighty-eight of the distinct relations were es-
tablished between participants of the evaluation session. In the same time period,
6259 trust ratings have been inferred by our service for trust management. The high
number of inferences can be explained with the number of intents that have been
published during the use of the Fake Media Detection Tool. Since the trust service has
been configured to infer ratings on the fly, each recipient of an intent requested an
inferred trust rating from the service. Moreover, the trust service was in theory able
to infer trust ratings between any participant and any XMPP user since the diameter
of the resulting graph is finite. As a result of the finite diameter, paths exist between
any two XMPP users. However, for the group of participants, only 224 = 14 × 16 out
of 240 = 15 × 16 possible inferences (without self-loops) could be computed because
one participant did not provide trust ratings for any of his contacts. In total, trust
ratings for 380 distinct pairs of XMPP users have been inferred. The distribution

Fig. 8 Distribution of trust ratings
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of trust ratings, subdivided into assigned trust ratings in the total network, assigned
trust ratings in the group of participants, inferred trust ratings in the total network,
and finally inferred trust ratings in the group of participants is presented in Fig. 8.
Moreover, the progression of average trust ratings of the good and evil groups was
analyzed. Note that trust ratings have been inferred from the viewpoint of the good
group. Figure 9 depicts the progression of personal trust ratings for members of the
good and the evil groups. The x-axis in both plots represents time in minutes. The
y-axis represents the current average of trust ratings at a given timepoint. What is
clearly visible is that the progression of the evil group reflects a quick decay of trust
from the majority of other users. In other words, malicious users could be identified
very quickly and precisely. The average trust ratings for each group depicted in
Fig. 8 in the given order are 0.54, 0.57, 0.51, and 0.50. The average trust ratings

Fig. 9 Progressions of average trust ratings for a good and an evil group
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thereby differ from the average trust rating that Golbeck has observed in the Film
Trust network [25]. She monitored an average inferred trust rating of 0.7 throughout
the network, which significantly differs from the null hypothesis of 0.5 and which is
explainable with the increased trust that is usually put into acquaintances.

However, Golbeck’s observations could be proven for certain time periods in the
evil and good groups. Trust ratings inferred from members of the good group towards
members of the evil group in the first 15 min of the session were very high (around
0.8). The reason is that all members of the evil group are usually well-trusted within
the evaluator population. As a consequence, high trust ratings had been assigned
to them by other participants who were not aware of their group membership in
the beginning. During the evaluation session, the average rating of the evil group
dropped to a value of 0.4. Their untrustworthy behavior was identified by subjects
of the good group and then decreased as proposed by the trust service. Thus, the
assumption that the average trust rating of the evil group decreases over time could
be confirmed.

Golbeck’s observations could again be proven for trust ratings that have been
inferred at the end of the session between members of the good group. The trust
rating is around 0.35 in the beginning, but increases to a value of 0.68 at the end,
which complies with Golbeck’s observations. The reason for the increase is the
trustworthy behavior of the good group. Since members of the group mostly rated
the authenticity of a particular image similarly, the assigned trust ratings between
members of the good group increased, which in turn had an impact on inferred trust
ratings computed by the trust service.

Golbeck’s observation could not be proven for the total group of XMPP users
nor for the group of participants of the session based on the trust ratings that were
present after the session. The average trust rating of each group depicted in Fig. 8
is near the null hypothesis. A reason might be the separation of participants into
good group and evil groups. Since the distribution of trust ratings in Fig. 8 has been
determined after the session was finished, personal trust ratings for members of the
evil group might not have been restored by all participants to the initial value.

5 Conclusions and future work

Faked multimedia are here to stay. With the enormous amount of multimedia
materials produced and shared on the Web, the task of defining the authenticity
of multimedia can only be solved by smart combinations of automatic methods
and with the help of an overwhelmingly good-willing community of Web users
which are in principle willing to identify fake multimedia since the reputation loss
with the distribution of faked multimedia is threatening our confidence in the Web
as a medium itself. A Media Quality Profile is proposed to be used for media
classification. Such a profile is like a certificate, but its nature is highly dynamic.
Even if quick decisions are often needed in media press agencies to judge if an image
is faked or authentic, the Web community can do more research on a multimedia
artifact and change the judgment. By doing so, experts and media are transferred in
a network of trust relationships. This network can be evaluated and utilized in later
decision making processes. However, certain practical issues need to be addressed
by all platforms supporting the idea of community-based fake multimedia detection.
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Typical cold-start problems in community information systems have to be addressed.
Games are one way to motivate users to participate, and participation is the key
in any Web-based community. Our game approach has its limitations and many
other games for the identification of faked multimedia can be developed. From
previous research and from an extensive literature review we have refined the idea
of trust inference in networks of agents. We presented a Web service for inferring
agents’ trust and initial results of simulation runs with the service. Next steps include
the integration of more media metadata in the quality profile, either embedded in
MPEG-7 or other hybrid formats. Refinements of the game concept and metadata
visualization are also on our agenda together with the security considerations for our
proposed quality profile. More important is the location of experts in networks for
identifying certain multimedia artifacts in special domains like war propaganda using
variants of the HITS algorithm [38] and counter-measures against compromising the
system which are known already from search engines in many cases. The games we
have presented are the first prototype of a game series. We intend to extend and
improve this scenario in several directions of our system.
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