
Multimed Tools Appl (2013) 62:601–631
DOI 10.1007/s11042-011-0863-5

Improving image tags by exploiting web search results

Xiaoming Zhang · Zhoujun Li · Wenhan Chao

Published online: 27 August 2011
© Springer Science+Business Media, LLC 2011

Abstract Automatic image tagging automatically assigns image with semantic key-
words called tags, which significantly facilitates image search and organization. Most
of present image tagging approaches are constrained by the training model learned
from the training dataset, and moreover they have no exploitation on other type of
web resource (e.g., web text documents). In this paper, we proposed a search based
image tagging algorithm (CTSTag), in which the result tags are derived from web
search result. Specifically, it assigns the query image with a more comprehensive tag
set derived from both web images and web text documents. First, a content-based
image search technology is used to retrieve a set of visually similar images which are
ranked by the semantic consistency values. Then, a set of relevant tags are derived
from these top ranked images as the initial tag set. Second, a text-based search is used
to retrieve other relevant web resources by using the initial tag set as the query. After
the denoising process, the initial tag set is expanded with other tags mined from the
text-based search result. Then, an probability flow measure method is proposed to
estimate the probabilities of the expanded tags. Finally, all the tags are refined using
the Random Walk with Restart (RWR) method and the top ones are assigned to the
query images. Experiments on NUS-WIDE dataset show not only the performance
of the proposed algorithm but also the advantage of image retrieval and organization
based on the result tags.
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1 Introduction

With the popularity of digital cameras and the Internet, there has been a rapid growth
in the number of digital image appearing in the web (e.g., Flickr, Picasa), which
requires an effective image search technology. Unlike web document which can be
indexed by their keywords, image are 2D media and how to define image “keywords”
is still an open question. A possible solution is to index and search images with visual
information, i.e., content based image retrieval (CBIR) [24, 35]. Although CBIR has
been researched for more than a decade, it still has several bottlenecks. First, due to
the semantic gap problem [26], current visual feature extraction techniques are not
effective enough in representing the semantic of an image. The second problem is
computational expensiveness. Due to the high dimensionality of visual features, the
efficiency and scalability of CBIR are usually very low. These problems are further
exacerbated in the social media environment because of its huge volumes and the
noise generated by users.

To solve these problems, there has been a surge of research in image tagging
recently. With the tags, images can be searched like web documents. The systematic
experimental results in [29] indicate that social tagged images can aid concept-
based video search indeed. There are already some existing web sites which allow
users to upload personal images and also tag them manually. However, manually
tagging images is intellectually expensive and time consuming. Moreover, individual
or community provided tags lack consistency and present numerous irregularities
[14] (e.g. abbreviations and mistypes).

Thus, many automatic tagging approaches have been proposed recently [7, 12, 23,
30, 31, 36, 41]. However, most of these tagging approaches have a high dependency
on their training dataset, which restrict their scalability and effectiveness on arbitrary
dataset. It is also hard for the training-based approaches to update their training
dataset, which result in that it is hard for they to scale to online tagging. Furthermore,
some fashionable tags which appear in the web recently can’t be assigned to the query
images because that they don’t appear in their tag vocabulary. The second serious
problem is that each query image is only assigned with the tags which appear in its
visually similar images. Since the tags of most images tend to be sparse and also the
semantically similar images may be visually diverse images, some relevant tags which
don’t appear in the visually similar images can’t be assigned to the query image.
Moreover, the assigned tag can be combined with a numerical value to indicate its
relevance to the query image. For example, tags such as “Steven Paul Jobs” and
“Stanford” and others can be assigned to the query image about “apple” computer
with small relevant values, though these tags may not appear in its visually similar
images.

Compared with the limited number of images and tags that can be used to tag
the query images, the potentially unlimited vocabulary of the web scale images and
other types of web resource e.g., web documents can be searched to tag images.
By using web-scale resources, the assigned tags of the query image can be more
comprehensive and also can track the fashionable expression on the Web. Thus,
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using a search-based approach to utilize the web-scale resource to tag image has
attracted great attention. There is already some research on search based image
tagging [22, 37–39]. However, these approaches still tag the query image with tags
derived from the visually similar images only. Due to the semantic gap, there are
many relevant tags which don’t appear in the visually similar images. Moreover, other
types of web resources such as web document can also be useful for image tagging.
However, these approaches have no consideration of these problems.

In this paper, we propose a new image tagging algorithm (CTSTag) based on web
search result mining. We assign the query image with a more comprehensive tag set
mined from not only web images but also other relevant web text documents. A set
of relevant tags initially derived from visually similar images retrieved by CBIR is
used as a query to perform text-based search. Thus, other relevant web documents
are retrieved by the text-based search, and what is more, other tags which don’t
appear in the visually similar images can also be retrieved. Then, the initial tag set is
improved by mining the text-based search result. We also combine the assigned tag
with a probability value which indicate its relevance to the query image. With the
search-based framework, our approach is more scalable.

The rest part of this paper is organized as follows. Related works are introduced
in Section 2, and the algorithm overview is given in Section 3. Then, the process
of deriving initial relevant tags from the content-based search results is presented
in Section 4. The improving of initial tag wset based on text-based search results
mining is introduced in Section 5. In Section 6, we refine all the tags using a
probability propagation method. Extensive experimental results are reported in
Section 7 followed by the conclusion in Section 8.

2 Related works

Image tagging has attracted more and more interests in recent years. Some works use
a learning or classification method to tag the query images. For example, Barnard
et al. [2] develop a number of models for the joint distribution of image regions
and words to tag the query images. Lei et al. [18] propose a probabilistic distance
metric learning scheme that automatically derives constraints from the uncertain side
information. Then, the distance metric is used to retrieve a set of visually similar
images from which a set of tags are derived to tag the query image. Bailloeul et al. [1]
present a random walk graph-based scheme based on the GCap method to perform
automatic image tagging. It uses the canonical correlation analysis technique (CCA)
to shorten the semantic gap in the image space and defines a new metric in the text
space to correlate tags with content. Geng et al. [10] model the concept affinity as a
prior knowledge into the joint learning of multiple concept detectors, and then the
concept detectors which are classifiers are used to tag the query images. Li et al.
[19] combine statistical modeling and optimization techniques to train hundreds of
semantic concepts using example pictures from each concept. For each query image,
a list of probabilities for the image being in each concept is estimated, Then, the
top ranked concepts are selected. Chen et al. [7] propose a multi-label propagation
based annotation approach. Chang et al. [6] propose a method to learn a weighted
SVM for binary concept classification on TRECVID images. Li et al. [20] study to
what extent social tagging substitutes expert labeling for creating negative examples
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which are used in automatic visual categorization. Tsikrika et al. [33] build concept
classifiers that use automatically acquired labelled samples i.e., the clickthrough data
logged by retrieval systems as training data. Wang et al. [40] propose a neighborhood
similarity measure for video annotation, which explores the local sample and label
distributions. Hong et al. [13] propose a dynamic captioning method to enhance
the accessibility of videos for hearing impairment, which is able to help hearing
impaired users match the scripts with the corresponding characters. The LabelMe
[28] provides a database and an online annotation tool that allows the sharing of
images and annotations. It annotate image based on object class recognition as
opposed to instance recognition. However, most of these methods try to learning
a mapping between low-level visual features and high-level semantic concepts, which
are not scalable to cover the potentially unlimited array of concepts existing in social
tagging. Moreover, uncontrolled visual content generated by users creates a broad
domain environment which has a significant diversity in visual appearance, even for
the same concept.

Some other works are mainly based on example-based approach which assumes
that visually similar images are also annotated by similar tags. For example, Wang
et al. [36] use RWR to automatically refine the original tags of images, and only the
top ones are reserved as the final tags. Siersdorfer et al. [31] propose an automatic
video tagging method based on video duplicate and overlap detection. The assigned
tags are derived from the videos which overlap with the query video. Zhou et al. [42]
propose a iterative annotation algorithm which incorporate the keyword correlations
and the region matching. The approach in [25] estimates initial relevance scores
for the tags of each image based on probability density estimation, and then RWR
is applied to refine the relevance scores. Lei et al. [17] propose a multi-modality
recommendation model based on both tag and visual content correlation. Rankboost
algorithm is then applied to learn an optimal combination of those ranked features
of different modalities. Li et al. [21] propose a neighbour voting tagging method, in
which the tags which appear in neighbours frequently are selected to tag the query
image.

A main problem of these approaches is that they have a high dependency on a
small-scale high quality training set with a limit tag vocabulary, which means that
they can only tag the query images which have visually similar neighbors in the
training set. Recently, there has been some research which tries to leverage web-scale
data for image annotation. These approaches use a web search method to annotate
images [37–39]. For example, Wang el at. [39] use text-based search to retrieve a set
of semantically similar web images, and then the Search Result Clustering (SRC) [15]
algorithm is used to cluster these images. Finally, the name of each cluster is used to
annotate the query image. However, this approach needs initial keywords for each
query image. Wang et al. [38] use the CBIR technology to retrieve a set of visually
similar from the large-scale Web image dataset, then annotations of each web image
are ranked. Finally, the candidate annotations are re-ranked using Random Walk
with Restarts (RWR) and only the top ones are reserved as the final annotations.
However, these approaches just use a search based method to retrieve visually similar
images from a large-scale web database instead of training dataset, and then derive
tags from these retrieved images. They have no consideration of other relevant tags
which don’t appear in the visually similar images or appear in web documents.
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3 Algorithm overview

Unlike other algorithms which only use the visual information extracted from the
query image to find similar images and associated tags, we propose to also mining
other web resources in connection with tags initially derived from visually similar
images. Particularly, we try to overcome the problem that only the training images
are exploited to tag image by using other sources of knowledge with the search-based
framework, notably both tags from visually similar image and new tag candidates
mined from textual searches in text documents. The process of our algorithm is
described in Fig. 1, and the pseudo code is detailed in Fig. 2. It is mainly composed
of 3 steps.

Fig. 1 The flowchart of probabilistic image tagging based on web search. It contains 3 steps: (1) initial
relevant tags derivation from content-based search results, (2) Tags improving based on text-based
search results, (3) tags refinement
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Fig. 2 Pseudo code of the
proposed algorithm

Input: query image Iq.
Output: a set of tags with their probabilities.  
Procedure: Image tagging  
1. Image set S = SearchCBIR(Iq);
2. for each image Ii S
3.   Computing Consistsem(Ii);
4. Ranking (S) by Consistsem(Ii);
5. S’ = top-K images of S;
6. T_list = tags associated with S’;
7. for each tag ti  T_list
8. Computing P(ti|tq)
9. Ranking (T_list) by P(ti|Iq);
10. Q = top ranked tags of T_list;
11. F = Searchtext(Q)
12. Q = Denoising(Q, F);  
13. Te = Tag_exp(Q, F);  
14. Prob_flow(Q, Te);
15. R = Refine (Q Te);
16. Return top tags of R.

1. Given a query image Iq, we retrieve a set of visually similar web images S using
CBIR from a large-scale Web image set (line 1). All the retrieved images are
ranked based on their semantic consistency scores, and only the top-K images
are selected (lines 2–5, Section 4.1). Then, the most probabilistic tags are derived
from the tags associated with the top-K images. These derived tags constitute the
initial tag set Q (lines 6–10, Section 4.2). For example, for the query image Iq of
apple computer, a set of initial tags Q={“apple”, “computer”, “ laptop”,...} can
be derived from the content-based search results.

2. Text-based search is used to retrieve other web images and text documents with
the initial relevant tag set Q as the query (line 11). As a result, other potentially
relevant tags which don’t appear in the visually similar images can be retrieved.
Based on the occurrence distribution among the search results, the initial tag
set is first denoised (line 12, Section 5.1). Then it is expanded with the terms
mined from the search result(line 13, Section 5.2). The probability of expanded
tag is estimated by measuring the probability flow which flow into the expanded
tag from the initial tag set (line 14, Section 5.3). By mining expanded tags from
the text-based search result, the assigned tags are more comprehensive and can
also absorb the new tags from other resources. For example, using the text-
based search, other web images such as apple headquarter “Silicon Valley” and
document about “Steve Wozniak” the co-founder of apple computer can also
be retrieved. Thus the initial tag set is expand with {“Silicon Valley”, “Steve
Wozniak”,...}.

3. Finally, a measure of transition strength by mining tag correlation is proposed to
construct the tag transition graph. Then, all the tags are refined using the RWR
method based on this tag transition graph (line 15, Section 6.2), and the top tags
are reserved (line 16).

The improvement of our algorithm over other baseline algorithms named NVTag
[21] and SBIA [38] introduced in Section 2 are described in the following. Though
SBIA use a search-based method to overcome the problem of scalability, both of the
baseline algorithms only assign the query image with the common tags derived from
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visually similar images. However, we try to overcome the problem of small training
datasets by using other sources of knowledge with the search-based framework. We
assign the query tags with tags from visually similar image documents, and, what is
the main novelty, new tag candidates from textual searches in text documents.

4 Initial tags

One main idea of example-based tagging approaches is that visually similar images
contain similar tags. Thus, we also derive the initial tag set Q for the query image
Iq from its visually similar images. We use CBIR to retrieve a set of visually similar
images S from the large-scale web database, and the top images with the greatest
semantic consistency values are selected from S. Then, the initial tags which are
relevant to the query image are selected from the tags associated with these selected
images.

4.1 Semantic consistency of image

Due to the semantic gap problem [26], usually there are some visually similar images
which have large semantic divergence with the query image Iq in the search result
S of CBIR. As shown in Fig. 3, the second retrieved image which are visually
similar but are semantically different with the query image. We expect to select the
visually similar images that are also semantically similar with the query image. In
reality, web images always have rich textual information, such as tags, comments and
photographer’s description. This textual information reflects the semantic mean of
the corresponding image to some extent. In this paper, we introduce “semantic con-
sistency” which is used to measure in what degree the retrieved image is semantically
similar with the query image. It is used to select the retrieved images which are more
semantically similar with the query image.

We estimate the semantic consistency value of a retrieved image based on both of
its semantic and visual similarity with other images in the search result. The intuition
is that the retrieved images which are semantically similar with the query image
should be semantically similar with each other, e.g., the first and third retrieved
images in Fig. 3, while a noisy retrieved image will be semantically diverse with
most of other retrieved images, e.g., the second retrieved image in Fig. 3. For each
image Ii in S we calculate its visual similarity Simvisual(Ii, Iq) to the query image.
Meanwhile, the textual similarity Simtext(Ii, I j) between each two images Ii and I j

in S is measured by the the cosine similarity between the vectors of their tags and
terms extracted from surrounding text. We use �v to represent textual features and �x
to represent visual features. The semantic consistency value of image Ii with respect

Fig. 3 Example of visually
similar images

 segami deveirteR egami yreuQ

Dog, pet, lovely. Woman, face, girl Dog, pose, studio 
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to Iq is calculated as following:

Consistsem(Ii) = 1

|S|
∑

I j∈S

Simtext(Ii, I j)Simvisual(I j, Iq)

Simtext(Ii, I j) =
−→vi ∗ −→v j

|−→vi | × |−→v j |

Simvisual(Ii, I j) = exp

(
−||−→xi − −→x j ||2

σ 2

)
(1)

Then, we select the top-K images with the greatest Consistsem(.) value, and the
initial tags are derived from the tags associated with these images. Unlike our
approach, SBIA and NVTag derive tags from the most visually similar images
directly. This calculation of semantic consistency value is similar with that proposed
in [38]. However, The consistency value described in [38] is independent of the query
image and its number of visually similar images.

4.2 Probabilities of initial tags

For each query image, it is desired to assign it with the most relevant tags which can
describe its semantic content. We use the probability that the query image generating
the tag to represent the relevance. The greater the probability is the more relevant
it is.

From the generation point of view, the conditional probability of tag ti generated
from the query image Iq can be approximate by the joint generating probability
of every similar image of Iq. Then, the probability P(ti|Iq) which interprets the
relevance of ti to the query image is estimated using the following formula:

P(ti|Iq) ≈ Nk(ti)
K

PG(ti|Iq) + K − Nk(ti)
K

PL(ti|Iq) (2)

where Nk(ti) represents the number of images which contain the tag ti among the top-
K images. This estimation includes two parts which are balanced by the parameter.
The intuition of the first part PG(ti|Iq) is that the more similar images contain the
tag and the more frequently the tag appears, then the more probable is for the query
image to be tagged with this tag. The intuition behind the second part is that the more
similar the images which contain the tag are, the more probable is for the tag to be
assigned. We use the following formula to estimate PG(ti|Iq):

PG(ti|Iq) =
∑

I j∈top−K

P(ti|I j)P(I j|Iq)

P(ti|I j) =
{

1 ti ∈ I j

0 else

P(I j|Iq) = Simvisual(I j, Iq)

K
(3)
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where Simvisual(I j, Iq) represents the visual similarity between I j and Iq. However,
this formula will prefer the tags which appear frequently among the top-K images.
Thus, we use the following formula to alleviate this problem:

PL(ti|Iq) =
∑

Ix∈Im(ti)
Simvisual(Ix, Iq)

|Im(ti)| (4)

where Im(ti) denotes the set of images which contain tag ti within the database. In
realization, we use a subset of images which are the nearest neighbors to the central
of Im(ti) to approximate Im(ti). Since 0 ≤ PG(ti|Iq) ≤ 1 and 0 ≤ PL(ti|Iq) ≤ 1, it is
also true that 0 ≤ P(ti|Iq) ≤ 1. We can see that formula (2) can boost the tags which
appear less frequently but are relevant to the query image. Thus, it make a balance
between the tags which appear frequently and the tags which appear less frequently.
Then, all the tags associated with the top-K images are ranked according to their
probability values, and only the top tags are selected to compose the initial tag set Q.

5 Tags improving

Since there may be many relevant tags which don’t appear in the visually similar
images, and also there may be many new keywords which haven’t been used to tag
images. We perform a text-based search to retrieve other relevant web resources by
using the initial tag set as the query. Then the initial tag set can be denoised and
expanded by mining the search result denoted by F. Among varied retrieval models,
the Vector Space Model is used [34]. With the text-based search, not only the web
images but also the web text documents can be retrieved to tag the query image.
Thus, the result tag set can be more comprehensive.

5.1 Tags denoising

Because of the semantic gap problem, the content based image search usually
retrieves many noisy images. Thus it is inevitable to include many noisy tags in the
initial tag set. A direct expansion of the initial tag set [4] may include many other
noisy tags. Thus, it needs to further denoise the initial tags set before it is expanded.
However, it is difficult to distinguish the noisy tags only using visual content due to
the semantic gap problem. In this subsection, we use the tag occurrence distribution
among the text-based search results to further denoise the initial tag set.

By regarding each initial tag as a document “containing” the associated web pages,
then the denoising of initial tag set can be turn to removing the noisy “documents”.
To represent a tag ti, a vector −→ti =< t f (ti, D1), t f (ti, D2), ..., t f (ti, D|F|) > is con-
structed, where t f (ti, Dj) is the term frequency of tag ti appearing in the retrieved
web page Dj. As it is shown, the vector interprets the tag occurrence distribution
among the retrieved web pages. For the noisy tags, its occurrence distribution among
the retrieved web pages is different with the relevant tags and other noisy tags, which
means its vector may be different with that of most of other tags. While, a relevant tag
co-occur with other relevant tags frequently, which means its vector representation is
similar with that of other relevant tags. Thus, the more similar a vector is with other
vectors, then the more confident is for the corresponding tag to be a relevant tag.
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We use the following formula to estimate the confidence score that a tag ti is a rele-
vant tag:

Con(ti) = 1

|Q|
∑

ti∈Q

Simtext(
−→ti ,

−→t j ) (5)

where Simtext(
−→ti ,

−→t j ) is the cosine similarity of ti and t j. To denoise the initial tag set,
we use a simple filtering method which only remove the tags whose confidence score
is below a threshold value θ from the initial tags set Q. After the denoising process,
the initial tags set Q is then expanded. According to the observation, the confidence
socres of noisy tags are evidently small comparing to that of relevant tags in most
case. Then, the average value of initial tags’s confidence scores can separate most of
the noisy tags and relevant tags. Thus, we set the threshold value θ with the average
value for simplification:

θ = 1

|Q|
∑

ti∈Q

Con(ti) (6)

5.2 Tag expanding

As the text-based search result contains many web pages and terms which are
keywords or tags, a direct tag expansion from the text search result will be very
complex. Thus, a ranking method is used to select a subset of important web pages
from which the important terms are extracted. Then the potentially relevant tags are
selected from these terms to expand the initial tag set. The conditional probability
P(Q|D), i.e., the probability of generating the query Q given the observation of a
web page D [9] is used to rank the retrieved web pages in a descending order. This
Q is the initial tag set after the denoising process. We use the general unigram model
to formulate P(Q|D) as following:

P(Q|D) ≈
∑

ti∈Q

P(Q|ti)P(ti|D)

=
∑

ti∈Q

P(ti|Q)P(Q)

P(ti)
P(ti|D) (7)

where the prior probability P(Q) is constant, and P(ti|Q) is calculated using formula
(2) by replacing Iq with Q. As we only use P(Q|D) to approximately rank web pages,
we omit P(Q) from the formula for simplification:

P(Q|D) ≈
∑

ti∈Q

P(ti|Q)P(ti|D)

P(ti)

P(ti|D) = |D|
|D| + μ

PLM(ti|D) + μ

|D| + μ
PLM(ti|C)

PLM(ti|D) = t f (ti, D)

|D| , PLM(ti|C) = t f (ti, C)

|C| (8)
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where PLM(ti|D) is the maximum likelihood estimation of ti in D, and C is the
collection which is approximated by the search result in this paper, and μ is the
smoothing parameter and we set it with the average length of web page. t f (ti, D)

and t f (ti, C) are the frequency of ti in D and C respectively.
After ranking we extract terms from the top pages. If the page contains tags, we

only extract the tags. Otherwise, we extract the keywords from the textual content
of the page. Each term is represented as a keyword after the stemming process. The
following method is used to assess the weight of term f in a page D:

wD( f ) = log

(
t f ( f, D)

|D| + 1

)
∗ log

( |Q|
nt( f, Q)

+ 1

)
(9)

where tf(f, D) is the term frequency of f in D, and nt( f, Q) is the number of initial
tags that f has co-occurred with. The addition of 1 is used to avoid zero or negative
weights. It is similar with TF-IDF. But it instead the inverse document frequency
with the inverse frequency of co-occurred tag. The intuition is that the more tags a
term co-occurs with, then the less specific and important the term is. For example,
the common word “photo” may co-occurs with many tags, and thus its weight should
be small. For each top page, we extract the terms whose weight are greater than the
average term weight of this page.

Then, we expand the initial tag set with a sub set of terms selected from the
extracted terms. Usually, the common and noisy terms have similar “relations” with
most of initial tags. This means that each irrelevant term have an even distribution
of relation among the initial tags. However, the relevant terms usually have strong
relations with some of the initial tags but have weaker relation to other initial tags,
and these terms are preferable to be selected as the expanded tags. A strong relation
between a term and a initial tag is reflected in that the term co-occur frequently
with the initial tag, and vice versa. We use the posterior probability to represent the
relation between tag ti and term f :

P(ti| f ) = C(ti ∩ f )∑
t j∈Q

C(t j ∩ f )
(10)

where C(ti ∩ f ) denotes the number of web pages which contain both tag ti and term
f. Then each term has a list of posterior probabilities for the initial tags. Terms that
have a strong relation with tag ti will have a high value for P(ti| f ), and low values for
P(t j| f ), ∀ j 
= i. The irrelevant terms will have more evenly distributed values among
the posteriors. To measure the degree of the confidence that term f is related to the
initial tag set, we compute its entropy E as following:

E( f ) = −
∑

ti∈Q

P(ti| f ) log2 P(ti| f ) (11)

The lower the entropy, the higher the confidence that the term is relative to one
or several initial tags is. Similarly, higher entropy term has less confidence that it is
relative to the initial tags. Thus the top terms with the smallest entropy are selected
as the expanded tags.
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5.3 Probability flow

Like the initial tags, the expanded tags also need a probability value to indicate their
relevance to the query image. Since the expanded tag have no direct relation with
the query image, we propose a method to measure probability flow based on the
expanded tag’s relation with initial tags. Probability flow reflects how strongly the
probability values of the initial tags are inherited by the expanded tag. Then, the
probability value of the expanded tag can be estimated by measuring the probability
flow. We use the formula PF(Q � te) to denote the probability value which flows
from the initial tag set Q to the expanded tag te, and then the probability of the
expanded tag te is approximated by the formula:

P(te|Iq) ≈ PF(Q � te) = PF
(

⊕
ti∈Q

te
i � te

)
(12)

where ⊕
ti∈Q

te
i denotes the concept combination of the initial tag set when the expanded

tag is te. Concept combination is important in IR, as the combination of words within
a query topic represents a single underlying concept [3]. An important intuition in our
concept combination is that the initial tag which is more relevant with the expanded
tag can dominate other initial tags. For example, in the concept combination for
initial tag set {“computer”, “white” }, tag “computer” can be considered to dominate
tag “white” if the expanded tag is related to computer e.g., “cpu”. The probability
value of the expanded tag is a part of probability value that flows into the expanded
tag from the concept combination of initial tag set, and it is mainly determined by
the initial tags which have strong relations with it. Thus, the probability of tag “cpu”
is mainly determined by the probability of tag “computer”. Given a expanded tag te,
we use the following heuristic method to construct the concept combination of Q:

Step 1 The vector of each tag ti ∈ Q is represented by
−→
te
i =< w1

te
i
, w2

te
i
, ..., w

|F|
te
i

>,

where |F| is the number of pages within the text-based search result, and wk
ti

is estimated as following:

wk
te
i
=

{
P(te|ti)P(ti|Iq) ti ∈ Dk

0 else

P(te|ti) = ε ∗ C(te ∩ ti)
C(ti)

+ (1 − ε)
C(te ∩ ti)

C(ti)

ε = C(te ∩ ti)
C(te ∩ ti) + C(te ∩ ti)

(13)

where ε is a balance parameter, C(te ∩ ti) is the co-occurrence which is the
number of pages that contain both ti and te, and C(te ∩ ti) is the number of
web pages which contain neither ti nor te. The probability P(ti|Iq) indicates
the relevance of ti to the query image Iq, and it is estimated using formula
(2). The weight is a generating probability which combine both the co-
occurrence and absence of the two tags with a balance parameter.
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Step 2 The vector of the expanded tag te is represented by −→te =< w1
te , w

2
te , ...,

w
|F|
te >, and the weight is estimated as following:

wk
te =

{
1, te ∈ Dk

0, else

Step 3 The vector of concept combination is then represented by:

−−−→⊕
ti∈Q

te
i =

〈
⊕

ti∈Q
w1

te
i
, ⊕

ti∈Q
w2

te
i
, ..., ⊕

ti∈Q
w

|F|
te
i

〉

where ⊕
ti∈Q

wk
te
i

is estimated as following:

⊕
ti∈Q

wk
te
i
= P

(
te|t̂k

)
P

(
t̂k|Iq

)

t̂k = arg max
ti∈Q

P(te|ti) (14)

In this vector, each element is dominated by the initial tag which has the
greatest generating probability. Then the probability value which flows from
the initial tag set Q to the expanded tag te is defined as the following formula:

PF
(

⊕
ti∈Q

te
i � te

)
=

∑
1≤k≤|F|

⊕
ti∈Q

wk
te
i
∗ wk

te

∑
1≤k≤|F|

wk
te

(15)

The probability flow has following properties:

1. 0 ≤ PF
(

⊕
ti∈Q

te
i � te

)
≤ max

ti∈Q
P(ti|Iq).

2. If t j ∈ Q, then PF
(

⊕
ti∈Q

t j
i � t j

)
= P(t j|Iq).

3. The initial tag which has a greater generating probability i.e., a stronger
relation with the expanded tag has a stronger influence on the probabil-
ity flow, and the more frequently the tag co-occur with the initial tags
the more probability value it inherit.

Thus, it is reasonable to estimate the probability value of expanded tag by
measuring the probability flow. This probability value is used as the initially
relevant value of expanded tag, and then the RWR method is used to refine
all the tags based on the tag graph.

6 Tag refinement

In the above sections, we estimate the probability values for initial tags and expanded
tags independently, and it is assumed that the probability of expanded tag isn’t
greater than that of initial tag. In this section, we refine all the tags based on their
correlation with other tags. In order to fully utilize the probability values estimated
in the former stages, we use the RWR algorithm to refine the candidate tag set based
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on the tag graph. Then, the tags which are more relevant to the query image no
matter they are initial tags or expanded tags are boosted.

6.1 Tag correlation and transition

To construct a directed tag graph, each candidate tag is regarded as a vertex and each
two vertexes are connected with two directed edges. The directed edge is combined
with a transition strength which indicates the probability of transition from the tail
vertex to the head vertex. To estimate the transition strength, we first combine the
co-occurrence and absence to estimate the correlation of two tags, and then the
correlations are used to estimate the transition strength.

In the previous works, the co-occurrence is often used to estimate the correlation
between two tags. However, this approach doesn’t consider the absence of current
tags and their correlation with other tags. We propose a balanced correlation
measure method which considers both the co-occurrence and absence to estimate
the correlation between two tags.

Cor(ti, t j) = Pr(ti, t j) log

(
C(ti ∩ t j)

C(ti) + C(t j) − C(ti ∩ t j)
+ 1

)

+Pr(ti, t j) log

(
C(ti ∩ t j)

C(ti) + C(t j) − C(ti ∩ t j)
+ 1

)

Pr(ti, t j) = C(ti ∩ t j)

|F| , Pr(ti, t j) = C(ti ∩ t j)

|F| (16)

where ti denotes the absence of tag ti, and Pr(ti, t j) is the joint probability that ti and
t j appear together in a web page and Pr(ti, t j) is the joint probability that neither ti
no t j appear in a web. A base value 1 is added to the log item to assure that the log
value is greater than 0. With this formula, any two tags which not only often appear
together but also are absent together frequently have a great correlation.

However, the correlation measured by the above-mentioned formula only con-
siders the relation between two tags. There may be many hidden correlations which
can’t be discovered. On the other side, this estimated correlation is also symmetric.
But the transition strength between two tags is asymmetric in some time. For
example, the probability of an image with a tag “car” to be assigned with the tag
“BMW” is smaller than the probability of an image with a tag “BMW” to be assigned
with the tag “car”. Thus, it isn’t reasonable to represent the transition strength by
the symmetric correlation directly. To alleviate these problems, we use the following
formula to compute the transition strength from tag ti to tag t j:

Tran(ti → t j) =

|R|∑
k=1

Cor(ti, tk) ∗ Cor(tk, t j)

R∑
k=1

Cor(ti, tk)

(17)

where R is the candidate tag set which is composed of both of the initial tags and
expanded tags. As we can see, it is derived from the common neighbors. With
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this formula, the hidden correlation between two tags can also be discovered. It is
obvious that this measure is asymmetric, which reflects the fact that the probability
of transition from tag ti to t j is not always equal to the probability of transition from
tag t j to ti.

6.2 Tag refinement with RWR

Random walk with Restart (RWR) method have been widely applied in machine
learning and information retrieval fields [27, 32]. To boost the tags which are more
relevant to the query image, we also use RWR to propagate the probability over the
tag graph. To build tag graph, the transition matrix C is constructed by setting Cij with
the transition strength Tran(ti → t j). Then, each column of the matrix is normalized
to be one.

Tran(ti → t j) = Tran(ti → t j)

|R|∑
i=1

Tran(ti → t j)

(18)

We use Pk(ti|Iq) to denote the probability of tag ti at the kth iterations. Then the

probabilities of all tags at the kth iteration is denoted by
−→
Pk = [Pk(ti|Iq)]|R|×1. Thus,

we can formulate the refining process using the following formula:

Pk(ti|Iq) = (1 − α)

|R|∑

j=1

Cij Pk−1(t j|Iq) + αP′(ti|Iq) (19)

where P′(ti|Iq) is the normalized value of the initial probability which has been
estimated in former sections, and α(0 < α < 1) is a weight parameter. The above
process will promote the tags which have strong relations with other relevant tags
and weaken the tags which have less relation with other relevant tags. The RWR can
also be re-written as a matrix format:

−→
Pk = (1 − α)C

−−→
Pk−1 + α

−→
P′ (20)

The probability of each tag tends to be a fix value after a number of iterations.
Finally, the top tags with their probability values are assigned to the query image,
and the higher the probability is the more relevant the tag is. The tag probability is
also helpful to tag-based image retrieval, clustering and classification.

7 Experiments

A series of experiments are conducted on web images and text documents database
to evaluate the proposed algorithm CTSTag. First, we use the web images and text
documents to test the precision and recall of different image tagging algorithms.
Then, to show the effectiveness of the result tags on image retrieval, the retrieval
performances of query by keyword based on the result tags of different image tagging
algorithms are compared. Finally, to compare the effectiveness of the result tags on
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image classification and clustering, we take the image as a document and its tags as
the terms contained by the document.

7.1 Dataset

Web database We downloaded one million tagged web images from Flickr using
its API service. Each web image contains many surrounding text such as tags and
description and so on. These downloaded images cover the topics of the evaluation
dataset, and it is also ensured that they are evenly distributed over the different
topics. The number of manually labeled tags per image varies from 2 to more than
100, and more than 10 million unique tags in total. By taking the tags of the query
images in the evaluation dataset as queries, we search web text documents from
the Internet using search engines such as Google. After filtering the duplicate text
documents, we download about 300 thousands of web text documents from the
Internet. Thus, these documents also cover the topics of the evaluation dataset. For
each web document, we extract its text part to represent it. A WordNet stemmer is
used to do stemming, and a snowball stop word list is used to eliminate stop words.
Then, we index each document by the extracted keywords associated with their term
frequencies.

Evaluation dataset We use the NUS-WIDE dataset [8] as the evaluation set. The
NUS-WIDE dataset is a web image dataset created by NUS’s Lab for media search.
It contains 269,648 images downloaded from Flickr with a total of 425,059 unique
tags. The number of manually labeled tags per image varies from 1 to more than
100, with an average value of about 30. The WordNet stemmer is also used to do
stemming, and then we removing the tags which are used less than 10 times in the
entire collection. Finally, the average number of manually labeled tags per images is
about 15. This dataset also manually annotate the ground-truth for the 81 concepts
which belong to different categories. The 81 concepts mostly correspond to the
frequent tags in Flickr, and they contain both general concepts and specific concepts.
In the classification and clustering experiments, we will use these concepts to label
classes.

We randomly select 100,000 images from the evaluation dataset as the query
images denoted as Mq to test the tagging algorithms. Then, other experiments, i.e.,
image retrieval, and image classification and clustering are performed to evaluate
the result tags of Mq. For each query image, the CBIR retrieves visually similar
images from the remaining images of the evaluation dataset and the Web database,
and the text-based search retrieves other relevant images and text documents from
the remaining images of the evaluation dataset and the Web database. Among varied
visual feature supplied by NUS-WIDE, we use the 64-D color histogram and 73-D
edge direction histogram to represent an image. Hence, our experimental setting is
much closer to a real scenario.

7.2 Image tagging

In this section, a set of experiments are designed to test the effectiveness of our
algorithm CTSTag. It is also compared with neighbor voting based tagging algorithm
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(NVTag) [21] and the other search based image tagging algorithm (SBIA) [38]. For
CTSTag, thirty initial tags which are more than the average number of tags per image
are derived before the denoising precess. Then we expand the initial tag set with
50 other tags. For NVTag and SBIA, the number of result tags varies from several
to the maximum number of 60 based on the number of manually labeled tags. To
efficiently search millions of images by content, we divide the whole dataset into
smaller subsets by the K-means clustering based on visual similarity. Each subset is
indexed by a cluster centre. Then for a query image, we find neighbours within fewer
subsets whose centers are the closest to the query.

We employ several standard criteria to evaluate the image tagging performance,
i.e., average precision (Av_P) and average recall (Av_R). With m result tags, the
average precision and recall are denoted by Av_P@m and Av_R@m.

Av_P = 1

Nquery

Nquery∑

i=1

P(Ii) (21)

Av_R = 1

Nquery

Nquery∑

i=1

R(Ii) (22)

P(Ii) = |Ai ∩ Bi|
|Ai| , R(Ii) = |Ai ∩ Bi|

|Bi|
where Nquery is the total number of query images, and Ai is the set of result tags
assigned to image Ii by the tagging algorithm and Bi is the set of human-produced
tags for image Ii.

As most tagging algorithms tag the query images with the most common tags,
many tags that appear less frequently may never be assigned to query images.
However, the tags which appear less frequently may also be very relevant to the
query image. Thus we also evaluate the performance with another criterion, i.e.,
tag coverage rate (Cov_rate). The tag coverage rate indicates how many tags in the
vocabulary are used to tag query images by the tagging algorithm. With m result tags,
the average coverage rate is denoted by Cov_rate@m.

Cov_rate =

∣∣∣∣∣
Nquery⋃
i=1

Ai

∣∣∣∣∣
|V| (23)

where V is the tag vocabulary of the evaluation dataset.
In this set of experiments, two parameters are evaluated first. For CTStag, one

parameter is the size K which indicates how many visually similar images with the
greatest semantic consistency values are selected from the search result of CBIR,
and the other parameter is the restart parameter α. After the parameters are fixed,
we compare the Av_P@m and Av_R@m of different tagging algorithms.

In the algorithms SBIA and NVTag, K is the size of visually similar images. Thus,
K is a common and crucial parameter of all the three algorithms. To facilitate the
further evaluations, K is first decided. To compare the tagging performance with
different K, the final tags of all the three algorithm are fixed to top 15 tags. Then,
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Fig. 4 Average precision of
different value of K
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the average precision and recall are shown in Figs. 4 and 5 with K varied from 50 to
500. It shows that the performance curves of different algorithms are similar though
their peaks are different. The performance of NVTag is the best when K is 200, and
K is 300 for SBIA to achieve its best performance. As CTSTag select the images
with greatest semantic consistency values, its curves are more sooth after that they
achieve their peaks. The performance of CTSTag is similar when K is equal or larger
than 150. Thus, we in the following experiments, K is set to be 300, 200 and 150 for
SBIA, NVTag and CTSTag respectively.

The other parameter to be evaluated is the restart parameter α. As the SBIA also
use RWR to refine candidate tags, we will compare the performance of SBIA and
CTSTag with α varied from 0.1 to 0.9. The number of result tags m is also set to be 15.
Figures 6 and 7 show the average precision and recall of both algorithms. It indicates
that the curves of both figures are similar. Both precision and recall rates reach to the
lowest value when α is 0.9 with m fixed. Both of the two algorithms achieve their best
performances when α is set to be 0.3, Therefore, in all of the following experiments,
the parameter α is set to be 0.3 for SBIA and CTSTag.
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Fig. 6 Average precision of
different value of α
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Based on the aforementioned parameters evaluation, we then compare Av_P@m
and Av_R@m of different algorithms in this set of experiments. Figures 8 and 9
show the Av_P@m and Av_R@m with m varied from 1 to 15. According to these
figures, CTSTag consistently outperforms both NVTag and SBIA. There are several
reasons. The first one is that we reduce the effect of noisy images by selecting the
visually similar images which have great semantic consistency values. Second, the
SBIA only use the TF-IDF to re-weight the tags associated with the retrieved images,
which rarely consider the visual similarity between images and information of other
relevant tags. The NVTag use the frequency of a tag minus its prior frequency to
train the tags, which also give less consideration on visual similarity and information
of other relevant tags. Our algorithm combines both the frequency and image visual
similarity to derive the initial tags. Furthermore, we denoise the initial tags based on
their correlation among the text-based search result, and we also boost the tags which
are more related to the query image use the RWR method. Another observation
is that all of these precisions decline with the number of result increasing. This
is because that more noisy tags can be included when more tags are assigned to
the query image. Figure 11 shows some examples of top-10 result tags returned by
different algorithms.

Fig. 7 Average recall of
different value of α
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Fig. 8 Average top-m
precision of different
algorithms
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In the previous evaluations, we strictly use the manually labeled tags of NUS-
WIDE as the ground truth tags. Although this evaluation method can provide a
fair comparison between different tagging algorithms, it may shrink the tagging
performance. As the NVTag and SBIA prefer to tag the query image with common
tags, then only a small subset of the training tags can be used to tag image. However,
one of the advantages of our algorithm is to tag the query images with the relevant
tags mined from an unlimited tag vocabulary. Thus we also compare their tag
coverage rate. Figure 10 shows the Cov_rate@m of different algorithms with m
varied from 1 to 15. It indicates that the NVTag tag the query images with a very small
subset of the tag vocabulary and many tags are never selected. This is because that
most of the assigned tags by NVTag are the ones which appear frequently in neighbor
images. SBIA use a search-based method to retrieve the visually similar images.
Then, all the tags associated with the retrieved image are ranked using a text-based
search method. Its result tags have a larger coverage. However, SBIA also derives
candidate tags from the visually similar images only. As CTSTag derives candidate
tags not only from visually similar images but from other related images and text
documents, and all the candidate tags are refined based on their correlation on the
search result equally. Thus, the result tags of CTSTag have the largest coverage rate
(Fig. 11).

Fig. 9 Average top-m recall of
different algorithms
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Fig. 10 Top-m coverage rate
of different algorithms
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The computation complexity of our approach for image tagging is mainly com-
posed of three parts, i.e., initial tags deriving, and tag expansion and tag refinement.
The computation complexity of initial tag deriving is about O(m2 + n2), where m
is the number of visually similar image retrieved by CBIR and n is the number
of tags associated with the K images which have the greatest semantic consistency
values. The complexity of tag expansion is about O(l2 + l′ ∗ T), where l is the number
of initial tags, and l′ is the number of initial tags after denoising and T is there
number of terms extracted from the text-based search result. The computation
complexity of tag refinement is O(v3), where v is the total number of initial tags and
expanded tags. For the NVtag, its computation complexity is about O(N ∗ K′ + N2),
where N is the number of tags associated with the K′ neighbours of the query
image. The computation complexity of SBIA is about O(N′ ∗ K′′ + M3) where N′

Ground truth CTSTag SBIA NVTag 

airplane,
sunset, landing,  

aircraft, sky,   
sun, lights,  

aeroplane, land, 
wheels.

airplane, sunset, 
rain, lights, sky, 
transportation,

sun, airport, 
airbus, Boeing.

airplane, sun, 
jet, tree, airport, 

sky, clounds, 
desert, model, 

aeroplane.

airplane,
airport, sun, 

clounds, photo, 
sunset, aircraft,  

airbus, sky, 
aeroplane.

White, ocean, 
water, horse, 
sand, beach, 
sky, animal, 

island.

horse, cloud, 
sea, ocean, dog, 
animal, water, 

ship, boat, bank.

horse, ocean, 
boy, road, sun, 

cloud, girl, 
jumping, sand. 

beach, ocean, 
sea, sky, sun, 
clound, girl, 
runing, car. 

Green, yellow, 
Apples, Night, 
Canon, Digital, 
ixus50, food, 

nature

Apple, fruit, 
tree, green, 
store, retail, 
food, nature, 

juice, life. 

Apple, green, 
leaf, tree, toy, 

desk, dish, 
photo, picture, 

love

Tree, green, 
apple, pear, 

picture, season, 
nature, food, 
photo, boy. 

Fig. 11 Examples of image tagging result
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is the number of tags associated with the K′′ images retrieved by SBIA and M
is the number of tags derived from those associated with the retrieved images.
Since our algorithm needs some additional processes of tag mining from the text-
based search result, its computational complexity is greater than that of NVTag
and SBIA. Though our approach is some more complicated, it shows much better
performance in the evaluation. We think this trade-off is worthwhile because the time
efficiency can be potentially increased by adopting parallel algorithm and distributed
architectures.

7.3 Image retrieval

In this section, we employ a general tag-based image retrieval used in existing systems
such as Flickr to evaluate the effectiveness of the result tags of different tagging
algorithms. The retrieval system indexes the result tags of the query images Mq, and
a well-founded ranking function Okapi BM25 is used to ranking the retrieved images
[16]. Give a query q containing keywords {t1, t2, ..., tn}, the relevance score F(q, Ii) of
an image Ii is estimated by the following formula:

F(q, Ii) =
n∑

j=1

qt f (t j)idf (t j)
t f (t j) ∗ (k + 1)

t f (t j) + k ∗
(

1 − b + b ∗ LIi
Lave

)

=
n∑

j=1

qt f (t j)idf (t j)
t f (t j) ∗ (k + 1)

t f (t j) + k

idf (t j) = log

(
N

|Lt j |
+ 1

)
(24)

where, qt f (t j) is the frequency of tag t j in query q, and t f (t j) is the frequency of t j in
image Ii. LIi is the number of result tags in image Ii, and Lave is the average number
of image tags. N is the total number of images used to evaluate image retrieval,
and |Lt j | is the number of images tagged with t j. The other parameter b (0 ≤ b ≤
1) determines the scaling by LIi . Since individual tags are typically used once per
image, t f (t j) is set to be 1 for SBIA and the relevance value for NVTag. As CTSTag
assigns each result tag with a probability value, we substitute t f (t j) with its probability
value. It is in this manner that we embed the tag probability into the image retrieval
framework. In realization, we set the parameters k and b to be 1 and 0.5 for simplicity.

To evaluate the retrieval result, we use two evaluation criteria i.e. the average
precision Av_P@m of top m retrieved images and the average recall Av_R@m of
top m retrieved images.

Av_P@m = 1

n

n∑

i=1

P(qi)@m (25)

Av_R@m = 1

n

n∑

i=1

R(qi)@m (26)
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P(qi)@m = RIi(m)

m
, R(qi)@m = RIi(m)

groundtruth(qi)

where RIi(m) is the number of relevant images in the top m result images of query
qi, and n is the total number of queries and goundtruth(qi) is the total number of
relevant images of query qi.

Since the NVTag and SBIA only derived candidate tags from visually similar
images, the tags that appear less frequently in the visually similar images are less
likely to be selected. Our tagging algorithm can assign the query images with the tags
that are relevant but appear less frequently or never appear in the visually similar
images. To compare the effectiveness of result tags on image retrieval, we design two
experiments, i.e., one using single-word queries, one using double-word queries.

In the single-word queries experiment, we use the common words as the queries,
e.g., {{airport}, {boat}, {beach}, {bridge}, {car}, {computer}, {dog}, {fish}, {sun}, {tree}}.
In the double-word queries experiment, we combine the common word with a
relatively uncommon word to set a query, e.g., {{airport girl}, {boat jumping}, {beach
swimsuits}, {bridge cloud}, {car accessories}, {computer office}, {dog baseball}, {fish
vocation}, {sun sports}, {tree countryside}}.

Figures 12 and 13 show the average retrieval performances of single-word queries
experiment. Figures 14 and 15 show the the average retrieval performances of
double-word queries experiment. Two conclusions can be drawn from these figures.
First, when we set a common word as a query, the performances of image retrieval
based on different result tags are similar. This is because that common tags are
preferred to be selected to tag the query images by all the three algorithms. Second,
when we add the single-word query with an uncommon word, the performance
of image retrieval based on result tags of CTSTag are improved obviously. This
because that both NVTag and SBIA assign the query image with the tags that are
common in the visually similar images, and the uncommon tags are less likely to be
selected. Since the double-word queries contain the uncommon words, many images
whose result tags don’t contain the uncommon tags can’t be retrieved. However, the
CTSTag expand the initial tag set with other relevant tags that may be uncommon or
never appear in the visually similar images, and then the correlation between all the
tags are used to boost the tags which may be neglected by other algorithms.
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Fig. 13 Average top-m recall
of different algorithms
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7.4 Image classification and clustering

In this section, we will show the results for classification as well as clustering of query
images Mq using feature vectors obtained by different algorithm. We will perform
the experiments on the feature vectors constructed by the following methods using
result tags:

1. NVTag: Vectors constructed based on the result tags produced by the NVTag
algorithm. The value of each dimension it set with the relevance value estimated
by NVTag if the current image is assigned with the corresponding tag and 0
otherwise.

2. SBIA: Vectors constructed based on the result tags produced by the SBIA
algorithm. The value of each dimension is set with 1 if the current image is
assigned with the corresponding tag and 0 otherwise.

3. CTSTag: Vectors constructed based on the result tags produced by the CTSTag
algorithm. The value of each dimension is set with the probability value if the
current image is assigned with the corresponding tag and 0 otherwise.
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Fig. 15 Average top-m recall
of different algorithms
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7.4.1 Classif ication experiments

For the classes used in our classification experiments, we use the ground truth of 81
concepts in the NUS-WIDE dataset to label 81 classes. For each query image in Mq, it
is assigned to the classes if its annotated by the corresponding concepts. Then we omit
the images that are contained in more than one class, and we choose 50 categories
each of which contains more than 1,000 images. For each class, we randomly choose
500 images for training the classification and a disjoint set of 500 images for test. The
intuition to do this is that we obtain equal numbers of training/test images per class.
Then KNN is used to classify the images, as it has been shown perform very well for
text-based classification tasks.

We train different classifiers based on different numbers of training images
N = 100, 200, 300, 400, 500 per class respectively. The criteria to evaluate the
performance of image classification are F1-measure and ROC curve. The results
of the comparisons for F1 value is shown in Fig. 16, and the comparison for ROC

Fig. 16 F1 value of different
tag representations for image
classification
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Fig. 17 ROC curves for
performance comparison of
classification

curve is shown in Fig. 17. Several conclusions can be drawn from these comparisons.
First, CTSTag always provides a better performance than SBIA and NVTag given
different number of classes. Second, with the number of training images varying, the
performance of CTSTag varied in a smaller scale than that of SBIA of NVTag. This
is because that CTSTag has a better performance of tagging and also a tag probability
is helpful to weight the tag for image classification. Thus, for the CTSTag, a smaller
number of images can achieve the same performance.

7.4.2 Clustering experiments

Unlike other works which employs visual similarity to clustering image [5], this set of
experiments aims to analyze the clustering performance of tag representation for
image. We use the k-means [11] to partition the images set into a groups called
clusters. Unlike classification results, the clusters do not have topic labels. Let k be
the number of classes or clusters, Ni the total number of clustered images in the ith

Fig. 18 F1 value of different
tag representations for image
clustering
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Fig. 19 ROC curves for
performance comparison of
clustering

class, Ci the size of the ith class, Ni, j the number of images contained in the ith class
and having cluster label j. We define the F1 value as following:

clu_precision =
max

j1,..., jk∈map(1,...,k)

k∑
i=1

Ni, ji
Ni

k

clu_recall =
max

j1,..., jk∈map(1,...,k)

k∑
i=1

Ni, ji
Ci

k

F1 = 2 ∗ clu_precision ∗ clu_recall
clu_precision + clu_recall

(27)

where ( j1, ..., jk) ∈ map(1, ..., k) is a one-to-one mapping from the cluster labels to
the classes. The F1 value interprets how good the partitioning produced by the
clustering method reflects the actual class structure. We randomly select a number
of class k = 10, 20, 30, 40, 50 from the classes built in the former section, and
we also randomly select 1,000 images per class. Then we perform several times of
k-means clustering for each selection of k and report the best precision for each time
of clustering.

The comparison of F1 value is shown in Fig. 18, and the comparison of ROC
curves is given in Fig. 19. The main observations are very similar to the image
classification mentioned in the former section. It indicates that clustering with tags
generated by CTSTag outperform than clustering with tags generated by NVTag and
SBIA. Meanwhile, all of their performances drop down with the number of clusters
varied from 10 to 50. This is because that the number of noisy tags increases with the
increasing number of classes.

8 Conclusions

In this paper, we formulate the image tagging as a search problem, and a novel
probabilistic image tagging algorithm based on mining Web search result is proposed,
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in which the result tags are improved by exploiting text-based search result. First,
CBIR is used to retrieve visually similar images, and then the initial tags with their
probability value are derived from these retrieved images which are ranked by their
semantic consistency values. Second, with the initial tags as a query the text-based
search is performed to retrieve other relevant web resource. Then, the initial tag
set is expanded with terms mined from the text-based search result. Finally, RWR
is used to refine all of the tags based on the tag transition matrix. The search
based framework guarantees that our algorithm isn’t limited to the training dataset.
Furthermore, this algorithm can use other source of knowledge to improve image
tagging. Experimental results on NUS-WIDE show not only the effectiveness of our
tagging algorithm but also the effectiveness of other applications, i.e., image retrieval
by using the result tags as the indexes, image classification and clustering using tag
representation for image.
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