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Abstract Semantic queries involving image understanding aspects require the exploitation of
multiple clues, namely the (inter-) relations between objects and events across multiple images,
the situational context, and the application context. A prominent example for such queries is the
identification of individuals in video sequences. Straightforward face recognition approaches
require a model of the persons in question and tend to fail in ill-conditioned environments.
Therefore, an alternative approach is to involve contextual conditions of observations in order
to determine the role a person plays in the current context. Due to the strong relation between
roles, persons and their identities, knowing either often allows inferring about the other. This
paper presents a system that implements this approach: First, robust face detection localizes the
actors in the video. By clustering similar face instances the relative frequency of their
appearance within a sequence is determined. In combination with a coarse textual annotation
manually created by the broadcast station’s archivist the roles and consequently the identities
can be assigned and labeled in the video. Starting with unambiguous assignments and
cascading, most of the persons can be identified and labeled successfully. The feasibility and
performance of the role-based person identification is demonstrated on the basis of several
programs of a popular German TV show, which consists of various elements like interview
scenes, games and musical show acts.
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1 Introduction

Massively growing amounts of rich multimedia data available in broadcast archives and
video portals increase the need for sophisticated indexing mechanisms for content search
and retrieval scenarios. Available systems lack an understanding of the data and thus stay
decoupled from the actual video content.

Today, when content-based queries are posed to multimedia archives, they are answered
based on manual user descriptions, mostly in the form of textual annotations like keyword
labels or captions that are attached to the content. Manual annotations are usually neither
complete nor accurate and often affected by the subjective view of the annotator. Even more
prohibitive is the fact that the manual annotation of video footage is a very time consuming
and thus costly task. Annotating one hour of footage costs an annotator around four
working hours-reason enough to automate the process as far as possible.

The level of annotation that can be achieved automatically by dedicated visual analysis
algorithms, however, is mostly not sufficient to manage video content in a satisfying way.
The derivation of semantic data is required to enable a natural way of interacting with the
retrieval system. It means that the systems must be able to process queries which express
what the user is looking for, not how the objects in question look. This leads to the well
known problem of bridging the semantic gap between formal, machine understandable
concept representations and human real world concepts.

In this paper, we address the domain of TV shows and particularly the problem of
identifying the participating persons in order to label them with their names, which in return
allows the retrieval of content related to a specific person. We follow a strategy of
exploiting and combining all kinds of available information, from visual data analysis to the
integration of related sources as given by context and domain background knowledge. The
paper is organized as follows: Section 2 gives a short review of the state of the art in
semantic video understanding approaches. Section 3 introduces a general system
architecture for video search and retrieval applications, before we detail our reasoning
mechanism in Section 4 and its implementation in Section 5. The results are evaluated in
Section 6 and discussed in Section 7.

2 Related work

In general, the approaches towards semantic video understanding like identifying persons
can be categorized into two classes.

Bottom-up approaches in video analysis use the low-level metadata indexes from
temporal (usually shot detection) and regional (object detection) decomposition of one or
more modalities in order to infer semantic metadata. Usually prior knowledge about the
reflection of semantics on pixel level is used to design special purpose classifiers. Such a
classifier may, e.g., support the classification into genres. For commercial detection,
classifiers based on the average shot length, edge change ratio and motion vector length
have been used to identify the high dynamics usually found in commercials in [20].
Slow motion passages and the amount of textual overlays, together with a reporter’s
voice, may be hints for sport broadcasts as described in [19]. Javed et al. [16] exploit the
highly repetitive structure of talk shows to separate commercials and find shots showing
the show host.

Transferring the bottom-up strategy to the problem of identifying persons in a TV show
leads to the classical domain of face recognition. Starting off with a detected face, the
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system tries to match it against a set of known individuals to evaluate the identity. This
direct approach is pursued by Houghton in his Named Faces system [14], which is building
a database of named faces by recognizing the people names overlaid on the video frames
using video optical character recognition (VOCR). Similarly Boujemaa [5] et al. realized a
hybrid thesaurus (textual and visual) approach based on face detection and recognition to
provide archivists online central and updated references for most frequently encountered
humans in video news. Their accuracy stands and falls with the reliability of the employed
face recognition approach. Face recognition has been a major research topic for a long time;
the range of approaches is very scattered accordingly. The accuracy of many face
recognition approaches in constrained domains is reported reasonable, for example [2, 3,
10, 13, 18], but as soon as the capturing conditions become more varying (e.g., lateral/
elevated viewing angle, bad lighting conditions, occlusions, etc.) the recognition rates
decrease drastically. In recent surveys of face recognition techniques [7, 33], especially pose
variation, which occurs in TV casts, was identified as one of the prominent unsolved
problems in the research of face recognition. Bearing that in mind and as our approach copes
without a facial recognition component, a review of different pose-invariant face recognition
techniques is beyond the scope of this paper. Nevertheless, for further reading a recent and
well elaborated survey especially on pose-invariant face recognition approaches and
according references can be found in [32].

One way to tackle the problem of face-name association is to exploit the relations between
videos or images and the associated texts in order to label the faces with names under less or
even no manual intervention. Name-it [27] is the first proposal on face-name association in
news videos based on the co-occurrence between the detected faces and names extracted from
the video transcript. A face is labeled with the name which frequently co-occurs with it. Yang
et al. [29] employed the closed caption and speech transcript to build models for predicting
the probability that a name in the text matches to a face on the video frame. By using
multiple-instance learning for partial labeled faces, the effort of collecting data by users can be
reduced. In [24], the speech transcript was also used to find people frequently appearing in the
news videos. Similarly, for face identification in news images, the problem was also addressed
as clustering or classifying the faces to the people’s specific appearance models, supervised by
the name cues extracted from the image captions or associated news articles [4, 11, 15].

Hence, many efforts on film analysis were devoted to the detection of main characters,
automatic cast listing, movie segmentation, or summarizing of a feature film as a video
abstract but not assigning real names to them. Arandjelovic and Zisserman [1] used face
images as a query to retrieve particular characters. Affine warping and illumination
correction were utilized to alleviate the effects of pose and illumination variations. To tackle
the problem of story segmentation, Chaisorn et al. [6] proposed a two-level multi-modal
approach by analyzing first the video at the shot level using a variety of low- and high-level
features, and classifying the shots into pre-defined categories using a Decision Tree.
Subsequently the news story boundaries have been identified by performing HMM. Lehane
et al. [21] went one step further and searched for specific scenes. They described an
approach for detecting dialogue scenes in movies using automatically extracted low- and
mid-level visual features that characterize the visual content of individual shots, and which
are then combined using a state transition machine that models the shot-level temporal
characteristics of the scene under investigation. Lienhart et al. [22] tried to detect and
classify special events such as dialogs, shots, explosions and text of the title sequence for
the automatic production of a video trailer of a feature film. First the input video is
segmented into larger semantic units, so-called shot clusters or scenes, followed by the
detection and extraction of contained semantically rich special events.
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Top-down reasoning approaches are inspired by the fact that the surrounding conditions
of an observation are of major importance when trying to understand and interpret its
meaning. Each object appears in a context that is given by its surrounding environment and
the interaction and relation to other objects.

Reasoning in a top-down manner requires the incorporation of high-level knowledge
about the domain. Predominantly this knowledge must capture the entities that make up the
components of the world, their interrelations and interactions.

A context model comprises this domain knowledge. The general goal is to find an
assignment between detected object concepts or segmented image regions, and the
semantics of the context, so that the model is matched. Scenario recognition could build
upon this by specifying a set of roles which are taken by a set of involved persons and
which are characterized by a specific behavior or other properties like probabilities or their
frequency of appearance.

In order to evaluate such an assignment, usually more knowledge about the objects has
to be gathered. This results mostly in a bottom-up analysis step to extract additional features
and object characteristics. External sources of information can be a valuable support.
Subtitles and transcripts contain high-level semantic data which can facilitate identification
and labeling tasks, as seen in [8]. Different from most state-of-the-art methods on naming
faces in the videos, which use the local matching between a visible face and one of the
names extracted from the temporally local video transcript, Zhang et al. [12] attempt to do a
global matching between names and clustered face tracks in case that there are not enough
local name cues. A graph matching method has been utilized to build name-face
associations between the name affinity network and the face affinity network which are,
respectively, derived from their own domains (script and video). A comparison with the
aforementioned local matching approach from Everingham [8] has been carried out by the
authors, showing that the overall performance is comparable while requiring less
information (film script) than the others (audio transcript + subtitle). Further on they report
at the high levels of recall the preeminence of their method, due to the effectiveness of the
face track distance measure in clustering and the employment of the multi-modal features in
cluster pruning. Both approaches depend on considerable image analysis and quite detailed
textual annotation (film script/transcript + subtitle), which typically is not available for TV
broadcasts.

Rather than focusing on extensive data analysis in a bottom-up manner, our approach
towards identity recognition focuses on the integration of surrounding context knowledge in
order to reason about the function the persons play during the show. Inferring the role of a
person eventually allows us to identify the person in a modeled context. Before describing
these reasoning mechanisms in detail in Chapter 4, in Chapter 3 we briefly introduce the
video search and retrieval system we use.

3 Video search and retrieval system

We propose to employ a system architecture for video search and retrieval (Fig. 1) that was
derived from the generic architecture introduced in [30] for surveillance applications. The
components of the system are briefly described in the following.

The starting point is always the acquisition of the video footage and the generation and
storage of metadata describing the video. The video is either captured by a number of
cameras (e.g., in surveillance applications) or is available as a single, readily composed
stream in case of TV broadcasts. In either case, the footage is stored in a Video Archive. The
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two cases differ in that surveillance footage is usually processed on the fly, while a
broadcast stream is mostly processed after production.

A set of data analysis modules processes the video data in order to extract basic
metadata instances. Their semantic level can range from low signal-based features like color
descriptors, textures descriptors or shot boundaries [25, 30], up to object concepts like
“cars” or “faces”, or scene concepts like “audience”. Which modules have to be applied
depends on the domain and is therefore supplied by external rules. The set of analysis
modules generates the majority of metadata that is necessary for later post-processing and
reasoning. The analysis is not limited to the visual domain. Audio and text analysis
modules like optical character recognition can be applied also.

The metadata are stored in the metadata repository. There are multiple ways to store
metadata; the most common ones are relational databases or, increasingly, RDF triple stores.
The metadata have to be synchronized with each other and especially with the associated
video data, e.g., by attaching the media time in form of a global time stamp to the metadata
instances. The storage facilitates accessing the metadata by querying the storage with well-
known query languages like SQL, or SPARQL in case of RDF storage solutions.
Furthermore, it allows combining the different kinds of metadata to form new metadata
instances; it allows updating existing instances, respectively inserting new instances and
narrowing down search spaces by powerful selection and sorting mechanisms.

Implicitly connected to the storage is the indexing mechanism that supports the
important task of finding items matching the query pattern, but in the case of visual features
also items similar to a given item.

Selecting particular instances from the metadata repository by specifying ranges of
media time, object size, object locations or other low-level indexes, and selecting the top
ranked items from a similarity search with a given sample form a powerful foundation for
further reasoning activities. The core part of the system architecture, therefore, consists of a
module that steers the process to answer a query posed to the system. It coordinates the

Fig. 1 Search and retrieval system architecture
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retrieval of appropriate metadata from the repository and the data post-processing by
passing the metadata to a number of data processing and reasoning modules. The output of
these processes is a ranked list of candidates that match the posed query and can be
presented to the user. The reasoning techniques used here rely on the knowledge
represented by context and domain models.

A query composition module eases the interaction with the system. Since the task of
understanding the user’s intention of a query posed in natural language leads back to the
problem of bridging the semantic gap between user input and its meaning, the system
assists the user in posing the query in a machine understandable way. The query
composition could be eased by restricting the search to certain keywords or by offering a
list of suggested entities, as for instance all appearing guests in a TV show.

The following chapters specifically address the post-processing and reasoning part of
this architecture.

4 Identity reasoning

Every person that participates in a show takes on a roll out of a set of known roles, which
are given by the show concept. Thus there exists a strong relation between roles, persons
and their identities. Knowing one often allows inferring about the other. It is important to
distinguish between persons and identities at this point. From a video analytical point of
view, a person is an object that can be detected by some known properties like its shape, or
the presence of a face. The identity in contrast refers to a specific person that may disappear
and reappear during the show. Hence a person is identified via its identity.

Roles and identities are forms of metadata that visual analysis cannot obtain by plain
observation. Knowledge about the role and/or identity of an object is metadata on a high
semantic level and a big step towards understanding the content.

The classical approach towards labeling persons with their identity is based on the
assumption that the identification can be achieved by comparing their face or some other
descriptive features with a database of known identities. In case the person is unknown to
the system the identification fails. On the other hand, in a top-down model based approach,
the context in which a person was detected should be considered. The context of a broadcast
TV show prescribes a set of roles that are taken by the identities which are participating in the
show. If the mapping between roles and identities is known or can be gathered from external
sources, the identity labeling can be largely achieved by estimating the role of a person under
observation. Therefore, the key task is not to identify the person itself, but rather to infer the
person’s role, which can then be used for identification in the given context.

The presence and characteristics of the roles can be modeled in a context model. Usually
it will be necessary to gather additional knowledge about the observed persons in order to
infer the role they play.

In our given domain of TV shows we detect persons by the appearance of faces. A face
detection module is used to build an index of all faces; details are further described in
Section 5.1. The single face detections do not contain much information on the role the
corresponding persons play in the given context. Single persons are represented by many
independently detected faces. A first processing step should accordingly map the detected
faces to classes of persons whose roles and identities are still unknown. This enables to
further investigate the characteristics of the unknown identities, in order to infer their role
and eventually infer their identity.

The complete workflow is shown in Fig. 2 and further detailed in the following.
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Fig. 2 Workflow for role-based identity recognition
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4.1 Face clustering

The task of mapping detected faces to unknown—i.e., unlabelled—identities is equivalent
to grouping the faces into classes that each show a single identity. A clustering algorithm
yields such an output. It requires a similarity measurement to classify two faces as equal or
not. This step can be performed by matching visual properties in combination with other
clues and constraints from the context. Details on the implementation of clustering and
similarity measurement are given in Sections 5.2 and 5.3.

The result of this step is a varying number of clusters, each of them containing face
instances that show a distinct person, along with a face model that represents the person by
means of a feature vector.

These clusters facilitate two subsequent steps: A classical similarity lookup by matching
the face models against a database with already known identities can be used in order to
assign an identity label to a cluster; or, as further described here, the role the represented
person plays can be inferred.

4.2 Role assignment

The characteristics employed to infer the role naturally depend on the kind of context. As
we are dealing with TV shows, we can make use of the characteristics of interview scenes.
An interview context typically contains two sorts of roles: an interviewer, and at least one
interviewee, or guest. The important and common property of interview scenes is the strong
focus on the interviewee, which leads to clearly more frequent occurrences of the
interviewed person in the video. This can be explained by two facts:

1. The viewer of an interview broadcast is typically interested in the interviewed person,
not in the interviewer. This results in a preference of shots showing the interviewee.

2. Answering a question usually takes much longer than posing the question. This results
in longer and more frequent appearances of the interviewee.

In case of an interview between two persons, this statistical knowledge has been found
robust to identify both roles, without having any additional knowledge about the persons
themselves. When applied to the clustering result of interview scenes, this corresponds to
analyzing the clusters’ sizes in terms of the total number of faces included. The biggest
cluster can then be assigned to the role “guest” or “interviewee”. In case of only two
persons the remaining next biggest cluster will probably hold the interviewer. In case there
are more than two people involved, the role assignment becomes ambiguous here and
requires considering additional contextual information.

4.3 Identity assignment

As previously mentioned, the final identity assignment is performed once the role of a
cluster is known. In case of persons in a TV show the obvious identity label would be the
name of the person. Usually, additional information about the show is available in program
magazines, reviews, supplemental program information or other sources which enable the
extraction of names of show host, guests, and in many cases also the order of their
appearance in the show.

The role assignment allows identifying the guest in all of the interview scenes.
Depending on the number of other guests participating passively in the interview, also the
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show host can be identified by his frequency of appearance, but usually there is
ambiguousness between the interviewer role and other guest roles. To solve this issue, we
use an identity storage that stores all persons which have been already identified by their
guest role. Clusters which cannot clearly be assigned to a role are matched against this
storage to obtain their identity.

Thus the identity labeling is treated from two sides: A primary labeling step based on the
inferred role of the person, which is obtained from the statistics of the clustering result, and
an alternative labeling step based on a visual comparison with previously identified and
labeled persons.

In consequence this means that the processing does not solely depend on absolute
completeness of the clustering outcome. A weak clustering due to heavy changes in
illumination or pose within a scene might result in persons being scattered among two or
three clusters instead of one. By matching all of these clusters against the identity storage
the correct label can often still be assigned to all of them, if the person was identified before
and added to the identity storage. This allows the clustering similarity threshold to be
chosen more strictly in order to avoid mixed clusters with faulty assignments.

Furthermore there can be multiple representations for each identity in the identity storage
to consider possible changes in their appearance during the program.

This proceeding follows the idea of exploiting all different kinds of clues rather than
relying on a single source of knowledge. Both steps taken together provide the means to
automatically annotate large parts of the show with high level semantic indexes.

5 Video analysis

The proposed workflow requires some basic techniques that need to be adapted to the
scenario of persons in a TV show.

A basic requirement is the reliable extraction of the objects of interest, i.e., persons in
this case. Face detection and localization algorithms have reached a sophisticated reliability
level and enable the detection of faces even in varying poses. Thus, we utilize a face
localization module to build a person index, which forms the main part of our metadata
foundation for further reasoning steps.

The second important part is the clustering algorithm, which builds the input for the
interview-model based role and identity labeling.

5.1 Face detection and localization

The localization of faces in videos is based on a face detector that works on single images.
The face detector uses sliding windows of different sizes to generate regions of interest that
are given to a classifier. The classifier then decides if the given region of interest represents
a face. It uses a cascade structure similar to that proposed by Viola and Jones [28], but in
contrast to them our detector performs a multi-class classification. That is, faces in multiple
poses can be located (left profile, left oblique, frontal, right oblique, right profile). The
detector was trained using a special boosting technique called MBHboost [23]. In this
scenario LBP-features [31] were utilized, because they yielded better results than the Haar
features originally used by Viola and Jones.

The resulting metadata are the position of the detected face along with the size of the
estimated bounding box and an ID. As camera moves are usually smooth, it is assumed that
size and location of a face do not change significantly from one frame to the next. We use
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this information for a simple tracking approach: A full processing takes place every eighth
frame only. For the remaining frames only those regions surrounding the locations of faces
of the previous frame are searched. This way, a detected face that is recognized again in
subsequent frames of a shot can be treated as a single detection and will be assigned the
same ID. However, new IDs are assigned with the start of each new shot or when the
tracking mechanism fails. Shot boundaries are identified employing the temporal video
structure detection system described in [25].

5.2 Clustering

We implemented the clustering based on a similarity measure between persons and logical
facts that constrain the cluster assignment.

First and foremost, it can be stated that two detected faces which appear simultaneously
cannot belong to the same identity—assuming that there is no mirroring or background
screens present in the scene. The rare occurrence of these cases leads to an additional
cluster containing the mirrored person which is then usually not considered in the role
assignment due to its small size.

Furthermore it can be assumed that no person of interest is located within the audience.
This justifies excluding shots showing more than a predefined number of faces from the
clustering in order to avoid faulty assignments of random audience members to one of the
persons of interest. These constraints are taken into account to support a visual similarity
measure, which gives the strongest clue here.

The clustering algorithm takes the output of the face localization module and processes
the detected faces in their chronological order of appearance. The feature descriptor
described in Chapter 5.3 is extracted from the video for every detected face in order to
compare it with the existing clusters. Thereby the simultaneous appearance constraint is
considered, which possibly excludes some of the clusters. Based on the distance values a
ranking is created to find the cluster that matches the face best. If the distance to the best
matching cluster is below a predefined threshold, the face is assigned to this cluster.
Otherwise a new cluster is created with the face as first member. Every cluster maintains a
face model comprising the mean feature descriptor of all added faces, which also allows
comparing clusters among each other. After adding new faces to a cluster, a merging
operation is performed to fuse clusters that converged thereby.

5.3 Similarity measurement

A visual similarity measure for persons mainly requires invariance against changes in
size and pose. Though specific approaches for face features have been developed
specifically for recognition tasks, additional facts should be considered as well.
Contrary to the classic identification approaches, we do not aim at recognizing the
person, but instead verifying the person as being identical to one of the persons seen
before. Other than previously seen approaches (e.g., [9]) the clustering is not intended to
be applied on the whole show. The main aim is to reason about the role of persons in a
known context as given here by interview scenarios. Thus also features can be considered
which are representative only during the particular program, like the color of hair, or the
dress the person wears.

Based on the face localization, we extract a hair and a chest region from the image to
compare two persons, as shown in Fig. 3. A feature vector for both regions was calculated
and constitutes an extremely simplified person model.
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The feature descriptor must exhibit two functionalities in order to be applicable for the
clustering problem: First, a distance metric must exist which defines how two descriptors
are to be compared. Second, it must be possible to calculate an intrinsic mean of multiple
descriptor instances in order to build a model that represents the objects contained in
a cluster.

The feature descriptor recently proposed by Tuzel, Porikli and Meer [26] fulfils these
requirements. They propose to use the covariance of several image statistics computed
inside a region of interest as region descriptor. The covariance matrix provides an elegant
and natural way to fuse different image features and represent a region with a low
dimensional descriptor. In general, a single covariance matrix is stated to be sufficient to
represent a region in different views and poses. Regions of different size can also be
compared since the dimension of the covariance matrices only depends on the number of
features used, which makes them scale invariant.

The covariance matrix is calculated from a W × H × d-dimensional feature image
comprising any d extracted image features, like, e.g., color layers, derivatives, edge
magnitudes or orientations. In our implementation, a d=5 dimensional feature vector f is
constructed for every region comprising the hue, saturation and intensity value as well as its
pixel coordinates. Adding the pixel coordinate values as a feature vector allows considering
the spatial arrangement of image features.

fk ¼ x; y;H x; yð Þ; S x; yð Þ;V x; yð Þ½ �; k ¼ 1 . . .WH : ð1Þ
The covariance matrix C of dimension d × d for a rectangular region of size W × H is

then calculated by

C ¼ 1

WH

XWH

k¼1

fk � mð Þ fk � mð ÞT ; ð2Þ

where μ is the vector of feature means for all pixels in the image region. This results in a
symmetric matrix with the diagonal entries representing the variance of the feature vectors
and the non-diagonal entries the correlation between the corresponding features.

The distance measure for two regions i and j uses the sum of squared logarithms of the
generalized eigenvalues as

r Ci;Cj

� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1

ln2lk Ci;Cj

� �
vuut : ð3Þ

Fig. 3 Detected face region and
associated hair and chest region
for similarity estimation
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with the d generalized eigenvalues lk of Ci and Cj calculated from

lkCixk � Cjxk ¼ 0; k ¼ 1 . . . d: ð4Þ

In order to obtain a “face” model from covariance matrices a procedure is needed which
determines an average covariance descriptor from a set of covariance matrices. An
algorithm for this purpose that iteratively approximates the intrinsic mean of multiple
covariance matrices is also described in [26].

6 Experimental results

We evaluate the proposed identity reasoning algorithm with seven episodes of a popular
German TV game show. The show includes various elements like interview scenes, games
and musical show acts. The footage sums up to around 18 hours. In total, around 40
celebrity guests appear. The above mentioned face localization module is used to detect and
store the generated metadata in a first pass, roughly resulting in 47,500 face IDs which
belong to the 1,400,000 detected bounding box instances. A coarse textual annotation
(script) written by the broadcast station’s archivist is used to identify the interview scenes
and obtain the names of the participating guests. Overall, it is possible to label almost all of
the appearing guests with their corresponding name based on this midlevel metadata
foundation and by applying the proposed identity reasoning chain.

A direct comparison with an existing approach would be desirable. However this will be
a rather delicate and difficult issue, because corresponding approaches are adapted to their
application domains inherently. Many selected the news scenario due to the advantageous
rigid structure (e.g., [4, 5, 24, 29]) and more advanced approaches (e.g., [8, 12]) assess
featured film showing detailed script data. Unfortunately, no comparable approaches
dealing with game shows, which feature a less rigid structure and only coarse script data,
could be identified. Tailoring other approaches accordingly would be-beside the
implementation effort-like comparing apples to oranges. Nevertheless a comparison shall/
will be part of future work.

The next sub-chapters give detailed results on the overall performance. For evaluation,
we distinguish between the two steps role-assignment and identity-labeling.

6.1 Evaluation of the role assignment

The most important step, the role assignment, depends on the accuracy of the clustering
algorithm which employs the similarity measure described in Section 5.3. The evaluation
uses as test corpus one episode of “Wetten dass...?” which was captured in Düsseldorf on
the 28th of February, 2009 and is manually assessed. Every face that was detected by the
face detection module is assigned to a label of one of the celebrities taking part in the show.
As just shots are considered that were retrieved by the face detection component, it is
assured that the evaluation considers the error that is made in clustering and later stages of
the program workflow. Errors from missed faces in the face detection are not accumulated.
In total, the video contains 237,602 frames. 110,113 frames with in total 4,153 face IDs
were manually assessed with 10 different celebrities of interest. These 10 persons are
depicted at 75,664 frames in 1,034 shots and are referenced by 1,765 face IDs. Because the
biggest resulting cluster is always considered to be the searched celebrity, in all other
clusters missing faces are counted.

512 Multimed Tools Appl (2013) 63:501–520



Table 1 shows the results for the cluster evaluation in terms of true positives (TP), false
positives (FP), false negatives (FN), true negatives (TN), precision and recall. In the
following the results are illustrated in three examples:

Example 1: Search for the person “GOTTSCHALK”

Due to the information in the script, only the beginning and the end of the show is taken
into account for the search. The result consists of 16 clusters, the largest having 603 faces,
the 2nd 179 faces, the 3rd having 154 faces and so on. The biggest cluster groups only
frames with faces of “GOTTSCHALK”, but clusters 9, 10 and 12 are false negatives having
53 faces all together. The precision is 100% and the recall is 91.9%.

Example 2: Search for “ANISTON” followed by a search for “WILSON”

The result consists of 15 clusters. The largest one contains 1452 faces of ANISTON, the
2nd 574 faces of WILSON who is being interviewed together with ANISTON, the 3rd
cluster contains 476 faces of WILSON and the 4th cluster contains 262 faces of the
interviewer GOTTSCHALK. All 15 clusters contain only faces of one person per cluster.
The precision is 100%. But 166 faces of ANISTON are clustered in other clusters, which
lower the recall to 89.7%.

The search for “WILSON” is performed on the same time span with the same clustering
result as the search for the person “ANISTON”. As the biggest cluster contains solely faces
of the person “ANISTON”, precision and recall have values of 0% for “WILSON”.

Summarizing, the clustering approach has a very high precision, with 100% for seven
out of ten persons and an average of 79.5%, while the recall ranges between 0% and 91.9%
with a mean of 46.4%. In two cases, the assumption that the biggest cluster contains the
person which was searched for is violated and results in a precision and recall of 0%.
This is typical for joint interviews with two or more guests and will be tackled in future
work.

6.2 Evaluation of the identity-labeling

In joint interviews with an unknown number of guests, ambiguousness arises between the
interviewer and other guest roles. This ambiguousness means that the clustering alone does

Table 1 Results for the cluster evaluation

Celebrity Name # clusters TP FP FN TN Recall Precision

ANISTON 15 1452 0 166 1985 89.7% 100.0%

WILSON 15 0 1452 1511 640 0.0% 0.0%

GOTTSCHALK 16 603 0 53 760 91.9% 100.0%

BECKER 37 2011 0 786 2701 71.9% 100.0%

MAKATSCH 21 2179 123 1179 654 64.9% 94.7%

FERCH 23 675 0 1359 2066 33.2% 100.0%

SAWATZKI 23 0 675 1527 1898 0.0% 0.0%

FREYDANK 21 952 0 1470 1186 39.3% 100.0%

DUFFY 13 317 0 719 47 30.6% 100.0%

BLUM 13 105 0 145 170 42.0% 100.0%
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usually not allow assigning the interviewer role (cf. Example 2 above). As additional
contextual knowledge, we use the information that the host always appears first during the
shows’ opening sequences. This fact is exploited in order to find a face model that
represents the show host, who then takes the interviewer role in all the interviews.

Once the roles are assigned to the clusters, each person (i.e., cluster) can be labeled with
the identity which takes on the role in the current context. In the experiments, our source of
external information was the archivist’s summarizing annotation script, which contained all
names of the active guests, but often also names of passive third persons. Accordingly, the
mapping between names and roles is often a matter of text interpretation and pattern
matching and can be a source of errors.

An objective quantitative evaluation of the identity-labeling emerges to be very hard
due to the few identities appearing in the video data, the simplified assumption that the
guest role coincides with the highest appearance frequency, and the error-prone
similarity measure described in Section 5.3, which is used to assign identities via the
identity storage. Therefore, this test is only performed using a subjective impression by
exemplarily testing how the identification quality progresses with a growing person
database. Figure 4 depicts a screenshot of the experimental system executing the role-
based identity recognition.

The test scenario is explained step by step starting with an empty identity storage.

– We start by searching for the face of “GOTTSCHALK” and approve the name of the
first cluster which contains faces of “GOTTSCHALK”.

– Restarting the search for “GOTTSCHALK”, the experimental system recommends
three more clusters with faces of “GOTTSCHALK” to be labeled “GOTTSCHALK”,
which we approve. Here the similarity matching of the visual features works and
suggests more clusters that contain “GOTTSCHALK”.

– Subsequently we search for an interview, where “GOTTSCHALK” is the interviewer,
for example the interview of ANISTON and WILSON, by searching for “ANISTON”.
The system proposes the largest cluster to contain faces of “ANISTON”, but it also
proposes the 2nd largest cluster, which actually contains faces of “WILSON” to be
labeled “GOTTSCHALK”. Correcting the error by relabeling the second cluster with
the tag “WILSON” we restart the search for “ANISTON”.

– Now, the third cluster which contains faces of WILSON is proposed to be labeled
“WILSON” but cluster 4 with faces of GOTTSCHALK is still not correctly recognized.
We further annotate all clusters in the result of “ANISTON” with their correct labels.

– Now we search for the interview with “FREYDANK” which is the next part of the
show. The largest cluster which contains faces of FREYDANK is named correctly, but
cluster 4 which also contains faces of FREYDANK is assumed to be ANISTON. Faces
of GOTTSCHALK in the 6th cluster are recognized correctly, faces of FREYDANK in
the 7th cluster are assumed to be “WILSON” and faces of GOTTSCHALK in the 9th
cluster are proposed to be labeled “WILSON”.

– Labeling and relabeling all clusters correctly, we move on and search for the interview
with “BECKER”. This time faces of GOTTSCHALK, WILSON, ANISTON and
FREYDANK are correctly labeled, but on the other hand some faces of BECKER are
assumed to be WILSON.

This test scenario shows that the experimental system works better, the more face
clusters are labeled with the correct tags. Faces first labeled are correctly recognized later
on. New faces cause errors because they are not contained in the identity storage and no
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inferring rules can be applied. In some cases the similarity matching of visual features
helps to predict the correct labels. Sometimes, already stored person labels like
“GOTTSCHALK” cannot be identified in other clusters.

At the bottom line the rate of correct identification in joint interviews with two or
more guests is about 70%. In the cases where some of the guests have already been
successfully identified and labeled in prior scenes, the identity store allows their
recognition based on a similarity lookup. By applying this lookup in a second pass, most
of the guests’ identities in interviews with three or more persons can be identified despite
the name vs. role ambiguities.

Fig. 4 Screenshot identifying WILSON with already “learned” ANISTON and GOTTSCHALK
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All in all, a great majority (more than 80%) of the active guests and more than 60% of
the passive guests could automatically be labeled with a high completeness within interview
scenes. The completeness drops when instances of the same person are grouped into
multiple clusters. This occasionally happens when persons are captured with their head
turned heavily, which affects the visual similarity measure. In this case only a part of the
person’s instances is labeled while the instances in the other clusters containing the same
person remain unlabeled. Usually these clusters are rather small and consist of only a few
“ill conditioned” instances (3–4 compared to 20–30 in a sound cluster).

7 Conclusions and future work

In this paper, we presented a system for automatically analyzing and annotating TV
programs by reasoning intelligently upon a closed, well known and modeled domain,
namely TV talk shows.

Based on a set of automatically obtainable metadata a post-processing step facilitates the
creation of new metadata on a high level of semantics in form of roles and identities of
persons appearing in the show.

By leveraging coarse but high-level semantic information, in this case an available
manually written summarizing script, the developed system manages to bridge the semantic
gap between a detected generic face and the identity it belongs to. The assumptions
modeled are derived from a general model of interview situations and are thus applicable to
various other broadcast programs as well.

Obviously future work should include the facial image analysis improving particularly
the face track estimation (e.g., as proposed in [30]), especially as we focused on the
exploration of higher level semantic allowing us to employ straightforward image analysis
and to compensate low-level image analysis deficits.

A far more interesting point will be the question, how more general roles can be
modeled/represented to query upon, involving the inherent uncertainty of image analysis
and the incomplete knowledge representing possible situational/contextual information. We
intend to explore logic programming to represent human knowledge and the use of
subjective logic [17] to handle uncertainty implied in the extracted data and also of the
modeled knowledge itself. And-by doing this-the system shall become flexible enough to
be able to compare it with related work realistically.
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