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Abstract Large-scale multimedia surveillance installations usually consist of a num-
ber of spatially distributed video cameras that are installed in a premise and are con-
nected to a central control station, where human operators (e.g., security personnel)
remotely monitor the scene images captured by the cameras. In the majority of
these systems the ratio of human operators to the number of camera views is very
low. This potentially raises the problem that some important events may be missed.
Studies have shown that a human operator can effectively monitor only four camera
views. Moreover, the visual attention of human operator drops below the acceptable
level while performing the task of visual monitoring. Therefore, there is a need
for the selection of the four most relevant camera views at a given time instant.
This paper proposes a human-centric approach to solve the problem of dynamically
selecting and scheduling the four best camera views. In the proposed approach we
use a feedback camera to observe the human monitoring the surveillance camera
feeds. Using this information, the system computes the operator’s attention to the
camera views to automatically determine the importance of events being captured
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by the respective cameras. This real-time non-invasive relevance feedback is then
augmented with the automatic detection of events to compute the four best feeds.
The experiments show the effectiveness of the proposed approach by improving the
identification of important events occurring in the environment.

Keywords Human-centered · Multimedia surveillance · Relevance feedback ·
Eyes tracking · Importance computation · Camera view selection and scheduling

1 Introduction

Today traditional analog CCTV surveillance systems are being replaced with the
digital multimedia surveillance systems. These systems are commonly used in public
places such as university, shopping malls and airports to record and monitor people’s
activities. Despite of being digital these systems are still often used in traditional
manner. Numerous cameras installed at distributed places are connected to a cen-
tral control station, where a human operator (e.g., a security personnel) remotely
monitors the images captured by the cameras.

It has been observed that in a majority of these systems the number of surveillance
cameras is very high (few hundreds), while the number of human operators who
watch the camera images in the control room is quite less. A study has shown that
the ratio of operators to cameras can be as low as 1:16 [8]. Also, a human operators
visual attention drops below the acceptable level while performing the task of visual
monitoring [9]. Besides, it has been found that a human operator can only effectively
monitor four camera views at a time [29]. This practical constraint raises the issue
which four camera views, out of several views, should be selected by the system for
display at a particular time instant. We assume that the four selected camera views
are displayed adjacent to each other at a higher resolution. As the “importance” of
the events captured by the cameras usually changes over time, the selection of the
most relevant camera views should be performed at a regular interval, which makes
the problem of scheduling the camera views a challenging one.

In the context of surveillance and monitoring, the importance of an event can be
perceived as the degree of deviation of the new observations from the normal hap-
penings in the environment. While on one hand, the important events can be detected
by the traditional computer vision techniques including feature extraction and
classification; on the other hand, the importance of an event can also be determined
by observing the human operator’s attention to the respective camera views.

In this paper, we essentially address the problem of scheduling camera views for
real time monitoring. The core idea of our approach is to adopt a human-centric
approach in which the system computes human operator’s attention to the camera
views to automatically determine the importance of events captured by the respective
cameras. Our aim is to reduce the human interaction and to make the monitoring
process unobtrusive. To achieve this, the proposed method advocates to use a camera
to capture the operator’s watching behavior. In particular, the operator’s eyes are
tracked and his or her attention towards one of the four camera views is determined.
Based on the attention of the operator, the importance of the camera views is com-
puted and then the camera views are scheduled accordingly for display at a higher
resolution.
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The existing approaches to determine the important camera views include change
detection in the subsequent video frames assuming that an event would trigger
a change. The change-detection is performed by using different techniques such
as frame differencing and foreground/background subtraction [18]. Although the
change detection method may provide the basis of the initial selection of important
camera views, it does not always reflect their true importance as this method can
only indicate whether or not a change has occurred. This change may not always be
a meaningful event. Moreover, it does not provide information about how important
the detected change is i.e., whether it is corresponding to a normal or suspicious
event. Therefore, to overcome these limitations we propose to follow a human-
centric approach, which determines the importance of views based on a human
operator’s monitoring behavior. In our approach, the initial selection of relevant
camera views is performed based on machine-enabled automatic event detection.
Then this selection is validated by a human’s monitoring and feedback. We envision
that the proposed method can assist a human operator and reduce the burden of
monitoring several camera views at a time. Our method has an added advantage of
tagging important events and store them in a database, which makes the retrieval
of these events easier.

To the best of our knowledge, the idea of using a feedback camera to observe
human monitoring behavior for determining the importance of camera views in
a CCTV surveillance system was introduced by Atrey et al. [4]. This work is an
extension of [4] in the following ways. In [4], the authors have used change detection
method for initial selection of relevant camera views; while in this work we employ
event detection techniques to determine whether the event is normal or abnormal
and accordingly assign machine-enabled importance level to them. Furthermore,
this importance level is augmented by the importance computed based on human
monitoring and feedback. Another difference between [4] and this work is that in [4],
the scheduling is done based on a simple time-based strategy while in this work we
determine the next relevant camera view based not only on their importance levels
but also the spatial relationship among different camera views which we represent
using a camera flow graph [3].

The rest of the paper is organized as follows. In Section 2, we discuss the works
that are related to the contributions made in this paper. We formulate the research
problem in Section 3. In Section 4, we present in detail our method of selecting
and scheduling most relevant camera views. Section 5 presents the experiments and
results. Finally, we conclude the paper with a discussion on future work in Section 6.

2 Related work

Since the main idea in this paper is to use a human’s attention in selecting and
scheduling the important camera views, we discuss here the past works that are
related to human attention modeling.

There have been several works on human attention modeling in multimedia
as well as non-multimedia research communities. For instance, neuroscience re-
searchers Itti and Koch [12] presented a computational model for visual attention.
Later, Itti and Baldi [11] also studied the effect of surprise on human attention. Also,
the mathematicians Taylor and Fragopanagos [25] adopted an engineering control
approach to model human attention and emotions. Most of the work on human
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attention modeling done by non-multimedia researchers are based on a human’s
behavioral aspects e.g., eyes movement; while multimedia researchers have mostly
modeled attention based on low-level multimedia features such as color, motion,
etc that trigger human attention. However, there are a very few researchers, e.g.,
Wu et al. [31], who have considered both these aspects. Since our work is related to
multimedia research here we will elaborate more on the works done by multimedia
researchers.

There has recently been an emphasis in the multimedia community on using
human feedback for various multimedia applications [7, 20]. Many researchers have
modeled human attention for various applications. For example, Ma et al. [15]
presented a user attention model for video summarization. In this work, the authors
modeled visual attention using different video and audio features. Video features
included object and camera motion, static background, and human face; while the
audio features were audio silency, speech and music. Similar to [15], Liu et al. [14]
derived a human attention model from visual and auditory features and applied it to
action movie analysis, while Baumann et al. [6] emulated touch based attention using
wearable hapics devices. In other work, Peters et al. [17] studied the effect of eye
gaze and blinking for social interaction among computer cartoons. In the surveillance
domain, Leykin and Hammoud [13] presented a method for determining human
attention field in surveillance videos. Also, Wang et al. [30] presented a experiential
sampling method to compute attention. In contrast to all these works which use only
multimedia features in computing attention, we select and schedule the camera views
based on their importance (or attention) level first by processing the multimedia
features and later by tracking the eye of the human operator in an unobtrusive
way. In another work, Vaiapury and Kankanhalli [26] presented a method to find
interesting images by computing the attention based on media features as well as
human feedback. However, in this work, human feedback was obtained by manual
intervention in an obtrusive manner, while in the proposed method human feedback
is captured in an unobtrusive way.

Table 1 summarizes the past works on attention modeling done by multimedia
researchers. In this table, the works are presented from three aspects: (1) whether
multimedia features are considered for computing attention? (2) whether human

Table 1 A summary of the past works on attention modeling in multimedia research

The works Based on

Media Human’s Unobtrusiveness
content behavioral in capturing
processing symptoms human’s feedback

Ma et al. [15] Yes No Not applicable
Peters et al. [17] No Yes Yes
Liu et al. [14] Yes No Not applicable
Vaiapury and Kankanhalli [26] Yes Yes No
Leykin and Hammoud [13] Yes No Not applicable
Baumann et al. [6] No Yes Yes
Atrey et al. [4] No Yes Yes
Wu [31] Yes Yes Yes
Wang et al. [30] Yes No Not applicable
This work Yes Yes Yes
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behavioral aspects are considered to compute human attention, and (3) if the answer
to (2) is yes, whether human feedback was obtained in an unobtrusive manner? Of
course, if the answer to (2) is ‘No’, the answer to (3) is ‘Not applicable’.

From the perspective of considering both multimedia features and human behav-
ioral aspects, our approach is similar to Wu et al. [31]. In this work, the authors
considered both the viewpoints in computing attention: the causes that trigger human
attention, and the effects (actions, behaviors) that are driven by human attention.
The authors used a Bayesian network to integrate the contextual features (e.g.,
object properties, text characteristics, etc.) and behavioral symptoms (e.g., eye and
head movement, fMRI imaging, etc.) in order to compute attention. Our work is
different from [31] in that we do not combine the attention computed using these
two aspects. Instead we use the importance level (or attention) computed using
multimedia features only for the preliminary selection of camera views. Later this
importance level is superseded by the importance determined based on a human’s
behavioral symptoms (i.e., eye movement). This makes sense under the assumption
that human observation is often more accurate than the events detected by the
machine.

Another work which is closely related to the proposed method is [28]. In this
work, Vural and Akgul presented a method to construct the surveillance video
synopsis based on eye-gaze. The method involved two steps: first frequency-based
background subtraction and then tracking eye-gaze positions of human operator. In
this work, the objective was to select important regions in a camera view; however in
the proposed work, our objective is to select four most important camera views from
many views.

3 Problem formulation

Let S be a surveillance system that has a set � of n non-overlapping surveilled regions
or camera views at distributed places in a premises. Each of these surveilled regions
may have different types of multimedia sensors M = M1, M2, . . . , Mr installed in it.
For example, M1 could be a video camera and M2 could be an audio sensor. The
evidence from each camera view is obtained by processing and assimilating the data
from the sensors in that surveilled region.

In the context of this surveillance system, we define the following terms:

– T is the camera f low graph. In T, each camera view Ci is represented by a vertex,
and two vertices are joined by an edge (i, j) if and only if their associated cameras
views Ci and Cj corresponds the adjacent surveilled regions. Here, adjacent
surveilled regions are the regions in which people can move directly without
passing through any other surveilled region. The label Ti, j on the edge joining
two vertices Ci and Cj represents the distance (in time units) between the regions
that are covered by the corresponding cameras. In other words, people normally
move from the region of camera Ci to the region of camera Cj in Ti, j time units.

– �̃(t) ⊆ � is the set of higher resolution camera views displayed at time t to be
viewed by the human operator. In our case, we assume |�̃(t)| = 4 [29].

– Ii(t) ∈ [0, 1], 1 ≤ i ≤ n, is the importance level of the Ci camera view at a given
time instant t. Ii can have two forms: Imachine

i and Ihuman
i , where Imachine

i is the
importance level of the Ci camera view based on the event detected by the
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system, and Ihuman
i is the importance level of the Ci camera view based on a

human’s feedback.

The objective is to determine a schedule of camera views between time instances
t1 and t2 such that

t2∑

t=t1

|�̃(t)|∑

j=1

Ij(t), Cj(t) ∈ �̃(t) (1)

is maximized.

3.1 An illustrative example

We discuss here an example that shows the construction of a camera flow graph.
Assume that we have a surveillance system consisting of eight cameras installed in
a building having two similar floors as shown in Fig. 1. Each floor has four cameras.
Figure 1a and b show the floors 1 and 2, respectively. Cameras C1 to C4 are installed
at floor 1 and C5 to C8 are at floor 2. The coverage area of these cameras is also
shown in Fig. 1a and b. These floors are connected through three elevators denoted
by E1, E2 and E3. In this layout, it can be seen that the movement of people between
different cameras will be distinct. For example, a person presently in the camera view
C1 can move to either of the views of cameras C2, C3 and C4. However, a person

Fig. 1 An example layout
of two floors of a building:
a floor 1; b floor 2
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Fig. 2 Camera flow graph for
the example shown in Fig. 1
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presently in the camera view C4 can move only to either C1 and C2 camera views
(on floor 1) or C8 camera view (on floor 2) via elevator E3.

Figure 2 shows the camera flow graph which depicts the direct connectivity
between cameras. The labels on the edges in the graph show the distance in average
time units between the camera views.

4 Proposed method

The proposed method of selecting and scheduling the most relevant camera views
uses automatic activity analysis (by machine) and human monitoring and feedback
(by a feedback camera). The importance of each camera view is determined based
on both these two factors. This is illustrated in Fig. 3.

First, the captured multimedia data is processed by the machine to detect the
presence or absence of a meaningful event. By multimedia data we mean that the

Multimedia data

Automatic event detection

No event detected Event detected

Identified as normal event Identified as abnormal event
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Zero importance level

Human monitoring and feedback

Zero, low and high importance levels
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Fig. 3 Event detection hierarchy in the context of importance level
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data can be captured via different types of sensors e.g., video camera, audio micro-
phone, etc. If no event is detected in a camera view, a zero importance is assigned to
it. However, if an event has been detected, it is further classified into a normal event
or a suspicious event. If the system tags this as a normal event, a low importance
is assigned to it. This is because a normal event would usually be of less interest
from a surveillance perspective. However, if the system classifies an event into a
suspicious category, a high importance is attributed to it. After the initial assignment
of the importance levels has been done, the four camera views with the maximum
importance levels are displayed at a high resolution for a human operator to watch.

Once the four camera views are selected for display, their importance is computed
based on the attention of human operator. A feedback camera is used to observe
a human’s monitoring behavior. If the operator pays more attention to a camera
than the others, it is inferred that the event captured by that camera view has a high
importance and hence the corresponding camera view would have a high importance.
The degree of attention is determined based on the duration for which the operator
looks at a particular camera view. The more attention the operator pays to a camera
view, the higher the importance it would have. Based on this feedback, importance of
these four camera views are updated. Note that, here human operator’s feedback for
a camera view supersedes any previously assigned importance and it can increase the
importance level of a camera view from low to high, and vice versa. This is because
that the event detection performed by the system may not always be correct. In
the cases where the incorrect detection takes place, it is corrected by the human’s
feedback.

In the following, we first describe the methods for computing the importance of a
camera view based on: 1) automatic event detection (in Section 4.1), and 2) human’s
monitoring and feedback (in Section 4.2). In Section 4.3, we elaborate on the strategy
of camera views transitions. Finally, in Section 4.4, we present the steps to select and
schedule the camera views.

4.1 Camera view importance based on automatic event detection

As discussed earlier in Section 3, Imachine
i is the importance of a camera view deter-

mined based on the machine-identified events. This importance level is inferred from
the certainty with which an event is detected in the camera view. In other words, the
more the certainty with which an event is detected in a camera view is, the more the
importance level that camera view would have. Certainty is an attribute that can be
regarded as the probability of the occurrence of the event [10]. Based on whether
the event is classified as normal or suspicious, a weight is assigned. Precisely, the
importance of a camera view Ci is computed as:

Imachine
i = 1

Z
× P(E|M)w (2)

where P(E|M) ∈ (0, 1) is the probability of occurrence of event E based on the data
from multimedia sensors M and w > 0 is the weight used for normal and suspicious
events. The value of w is determined as:

w =
{

< 1 if there is no event or a normal event detected by machine;
> 1 if an abnormal event is detected by machine.
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In (2), Z is a normalization factor, which is given by:

Z = P(E|M)w + (1 − P(E|M))w (3)

To compute the probability P(E|M), we adopt the multimedia assimilation frame-
work that we proposed in our past work [5]. We describe it briefly as follows.

4.1.1 Multimedia assimilation model

Based on the sensors M1, M2, . . . , Mr, the system outputs local decisions pk =
P(E|Mk), 1 ≤ k ≤ r, about an event E at a given time instant. P(E|Mk) represents
the probability of the occurrence of event E based on the kth sensor data. Along
a timeline, as these probabilistic decisions are available, the system iteratively inte-
grates using a Bayesian approach, all the decisions obtained based on the sensor data.
The local decisions obtained based on the data of any two sensors Mk−1 and Mk are
assimilated using the following model:

pk−1,k = pk−1 × pk

pk−1 × pk + (1 − pk−1) × (1 − pk)
(4)

Furthermore, the agreement between different media streams and their confidence
levels are also integrated in the assimilation model. We omit further description of
assimilation for brevity and readers are referred to [5] for details.

4.2 Camera view importance based on human monitoring and feedback

4.2.1 Eye tracking

The objective of tracking the eyes of the human operator is to determine his/her
attention to a particular camera view. A human operator can have four possible eye
orientations when paying attention to the four camera views, as shown in Fig. 4.
These are top-left, top-right, bottom-left and bottom-right. Note that the straight
eyes orientation is not shown in the figure. In the straight eyes orientation, the
operator is assumed to have equal attention to all the four camera views; hence this
case has been ignored for computing relative attention.

Eye tracking has been an active area of research in the recent past [1, 32] and it
has been used for various applications e.g., alerting drivers [23] and e-learning [2].
For eye tracking, we used the open source code TrackEye [22]. TrackEye provides
functionalities of face and eye tracking. For face tracking, it uses the following two
methods: (1) Continuously adaptive Means-Shift algorithm [27] and (2) Haar face
detection method [16]. Eye tracking is also performed using two different methods:
(1) Template-matching [19] and (2) Adaptive Eigen-Eye method [21].

The eye’s positions are used to determine their orientation. For this, a Bayesian
classifier is employed to categorize the given eyes positions into one of the following
four orientations: top-left, top-right, bottom-left and bottom-right. The left eye
positions for these four orientations are shown in Fig. 5.

Once the orientation of the eyes of the human operator is determined, the system
observes the duration for which the operator continuously looks at a particular
camera view. The longer this duration is, the higher the importance the camera view
would have.
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(a) (b)

(d)(c)

Fig. 4 Four eyes orientations for four camera views: a top-left; b top-right; c bottom-left;
d bottom-right

Fig. 5 Left eye positions
for four orientations
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4.2.2 Importance computation

To quantify the amount of importance of a particular camera view, a time-based
strategy has been adopted, which works as follows. Let � be the minimum time
period for which the four camera views remain persistent once displayed. Normally,
the operator, when looking straight, pays equal attention to all of the four views.
However, once the operator observes an important event on a particular camera
view, s/he starts concentrating on it. Let the operator spend γ ≤ � time in looking
straight. The rest of the time (� − γ ) is used to find the attention of the operator in
a particular view. Adopting the strategy that the operator would have attention to a
particular camera view if s/he concentrates on it for a time period δ ≥ (� − γ )/|�̃(t)|,
the importance Ihuman

i ∈ (0, 1) of a particular camera view Ci (1 ≤ i ≤ |�̃(t)|) is
computed using the following linear model:

Ihuman
i = |�̃(t)| × δi/(� − γ ) − 1

|�̃(t)| − 1
(5)

In the above model, the bounding values 0 and 1 of Ihuman
i are obtained at δ =

(� − γ )/|�̃(t)| and δ = � − γ , respectively.

4.3 Camera view transitions

The four most important camera views change over time as their importance levels
change. This is determined based on automatic activity analysis and human moni-
toring and feedback. The transition of camera views is modeled by a state transition
model as follows. The camera views Ci, 1 ≤ i ≤ n represent n states, out of which
four most important camera views represent the four important states. In this model,
the state transition probability determines the probability of a camera view replacing
the other camera view as one of the four most important camera views. Precisely, the
probability P(Cj|Ci) that the camera view Cj replaces the camera view Ci as one of
the four most important camera views is computed as follows:

P(Cj|Ci) = β × Ihuman
i + (1 − β)×)Imachine

j (6)

Cj is replaced by Ci after T(i, j) time units with a probability P(Cj|Ci). In (6), β is the
relative weight assigned to human feedback over automatic event detection.

4.4 Selection and scheduling of camera views

The system performs the following steps to schedule the camera views:

1. For each of the camera views, apply event detection method on the multimedia
data and compute P(E|M) using the assimilation method given in [5]. Select
|�̃(t)| camera views that have maximum Imachine

i . If there are more than |�̃(t)|
views having the same Imachine

i , randomly select any |�̃(t)| views from them.
2. Display the images of the selected |�̃(t)| camera views for � duration. During this

period, record the operator’s watching behavior. For this purpose, the system
uses a separate camera. The operator’s facial images are processed and the
eye positions are detected. From the position of the eyes, their orientation is
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determined as described in Section 4.2.1. Based on the eyes orientation, the
importance Ihuman

i of each of the |�̃(t)| camera views is computed using (5).
3. The camera views that have importance Ihuman

i > 0 remain persistent for some
time and then they are replaced by the camera view Cj that have maximum
transition probability P(Cj|Ci), 1 ≤ j ≤ n, j �= i, after Ti, j time units.

4. Step 3 is continued until any of the camera views has some importance. If all the
views are reset to the zero importance level, Step 1 is followed.

5 Experiments and results

5.1 Experimental setup and data set

To show the utility of the proposed method, we simulated a surveillance control
room environment in which we assumed that 16 cameras were connected to a
central control station and the four of these cameras were displayed at a higher
resolution. We recorded audio-visual data in four corridors. Each corridor consisted
one video camera (Canon VC-C50i) and one USB microphone as shown in Fig. 6.
The volunteers were asked to perform various normal as well as abnormal activities.
Normal activities include human walking (W), standing (S), talking (T) and door
knocking (K); while the human running (R), shouting (H) and abandoning baggage
(A) were the abnormal/suspicious activities.

The video cameras were placed in a way so that they covered the whole corridor.
The unidirectional microphones were employed to capture the ambient sound. The
cameras and the microphones were connected to a central PC and a Picolo-Pro video
card was used to capture the image data. The data collected from these four corridors
was chopped off into 16 parts to simulate 16 cameras. Figure 6 shows one floor of the
building consisting of four corridors. The chopped data was assumed to be distributed
over three other similar floors. These floors were connected with each other via stairs
near their doors denoted by ‘A’ and ‘B’ in the figure. The camera flow graph for the
four floors of the surveilled building is shown in Fig. 7. As shown in this figure, the
four floors are connected to each other via camera views C4, C8, C12 and C16 on door
‘A’ side and C3, C7, C11 and C15 on door ‘B’ side.

The whole data set consisted of the recorded video images (of resolution 768 × 576
pixels at 1 frame per second) and the recorded audio (of 44.1 kHz) for more than
twelve hours. A total of 119 events occurred during the twelve hours of recording.
Table 2 shows the details of various events occurred in different camera views.

Fig. 6 Environment layout
of one floor of the building

C3

C1 C2

C4Door
‘A’

Door
‘B’
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Fig. 7 Camera flow graph
for the four floors of the
surveilled building
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 3 roolF 1 roolF
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The audio-visual data of all 16 camera views was processed to automatically detect
the events, as will be described in Section 5.2, and subsequently the Imachine for
these camera views was determined. The recorded video frames were played on a
simulated camera panel (an electronic board of 4.5′ × 3′ size) and a human operator
was asked to monitor these images. A separate feedback camera was used to capture
the eye movement of the human operator. The images of this camera were processed
for the detection of eye position. Based on this information, the orientation of the
eyes of the operator was determined (using the strategy discussed in Section 4.2.1),
and then the proposed steps (described in Section 4.4) were used for selecting and
scheduling the four camera views.

The test bed was developed using Microsoft Visual Studio on Windows platform.
The GUI of our test bed is shown in Fig. 8. It consists of two main parts. The lower

Table 2 Events occurred
in 16 camera views

Camera Number of events Total
view S W T K R H A

C1 0 7 0 0 0 0 0 7
C2 0 4 0 0 0 0 0 4
C3 0 4 0 0 2 0 0 6
C4 0 2 0 2 2 0 0 6
C5 0 4 0 4 0 0 0 8
C6 0 3 0 0 0 1 1 5
C7 0 7 0 0 1 0 0 8
C8 0 4 2 0 2 0 0 8
C9 0 7 0 0 0 0 0 7
C10 0 5 0 0 0 0 0 5
C11 2 5 2 0 1 0 0 10
C12 3 3 0 3 1 0 0 10
C13 3 4 0 3 0 0 0 10
C14 0 7 0 0 0 4 1 12
C15 0 5 0 0 0 0 0 5
C16 2 4 2 0 0 0 0 8
Total 10 75 6 12 9 5 2 119
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Cam 10

Cam 6

Cam 12

Cam 13

Fig. 8 The GUI of our test bed

part shows 16 small camera views, whereas the upper part displays—(1) the image
of the operator showing his eyes movement, and (2) the best four camera views
selected and scheduled using the proposed method. Based on the eyes orientation
of the operator, one of the four camera views to which he pays more attention is
highlighted with a rectangle on it (bottom-left camera view, Cam 6). The snapshot
shown in Fig. 8 illustrates an instance when the operator is looking at the bottom-left
camera view where an abandoned object was found.

The values of different parameters used in the experiments are given in Table 3.

5.2 Automatic event detection and Imachine computation

The human standing event and the presence of abandoned object were detected by
processing the video data, while the human talking, shouting and door knocking
events were detected using the audio data. The events of human walking and running
were detected using both audio and video data. The audio-visual data processing and

Table 3 The values of
different parameters used
in the experiments

Parameter Value

� 20 s
β 0.70
w for normal events 0.5
w for suspicious events 1.5
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event detection steps are briefly described in the following subsections. For details,
readers are referred to [5].

5.2.1 Event detection based on video stream

One of the primary steps for event detection in video is background/foreground
modeling, which was performed using an adaptive Gaussian method [24]. Blob
detection is performed by first segmenting the foreground from the background, and
then by using the morphological operations (erode and dilation) to obtain connected
components (i.e., blobs). The foreground segmentation is achieved by matching
the three RGB color channels of the pixels within 2.5 standard deviations of the
distribution. Based on the placement of cameras, the minimum area of blobs that
would correspond to a human is manually determined.

Once the blobs have been detected in the video frames, their bounding rectangle is
computed. The middle point of the bottom edge of the bounding rectangle is mapped
to the actual ground location using the calibration information of the video cameras.
This provides the exact ground location of a human in the corridor at a particular
time instant.

Similar to [5], the system detects events of humans’ standing/walking/running by
processing the video frames. Based on the average distance traveled by humans on
the ground in one second, a Bayesian classifier is first trained and then used to
provide a probabilistic decision in favor of one of the classes—standing, walking
and running.

To detect the abandoned object, we assume that—(1) the size of blob correspond-
ing to an abandoned object is smaller than the size of the blob corresponding to a
human, and (2) the blob corresponding to an abandoned object remains static in the
video frame for a certain period. We employ a Bayesian classifier to categorize a
given blob into a normal or abandoned object and obtain a probabilistic decision.

5.2.2 Event detection based on audio stream

To detect the events such as footsteps, talking, shouting and door knocking, first the
recorded audio was divided into “audio frames” of 50 ms each. The frame size is
chosen by experimentally observing that 50 ms is the minimum period during which
an event, such as a footstep, can be represented. Then, a hierarchical (top-down)
approach was adopted to model these events. The audio features such as the Log
Frequency Cepstral Coefficient (LFCC) and the Linear Predictive Coefficient (LPC)
were used at different levels of classification. The Gaussian Mixture Model (GMM)
classifier is employed to classify every audio frame (of 50 ms) into audio events at
different levels and the probabilistic decisions are obtained. At the top level, each
input audio frame is classified as the foreground or the background based on the
LFCC audio feature. The background is the environment noise, which represents ‘no
event’ and is ignored. At the next level using LFCC, the foreground that represents
the events are further categorized into two classes—vocal and nonvocal. At the next
level, both vocal and nonvocal events are further classified into “talking/shouting”
events based on LPC and the “footsteps/door knocking” events based on LFCC.
Finally, at the last level, the footstep sequences are classified as “walking” or
“running” based on the frequency of their occurrence in a specified time interval
and the energy of the footstep sound samples.
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5.2.3 Assimilation

The probabilistic decisions obtained based on different audio and video streams are
assimilated every second for making an overall decision about the events. These
overall decisions in each of the camera views are used to compute the Imachine

i ,
1 ≤ i ≤ n, using (2).

5.3 Results of human monitoring augmented with automatic event detection

In this section, we discuss the results from three different perspectives. First we pre-
sent the results of camera view scheduling for the first 100 frames (see Section 5.3.1).
Next we show the instances that demonstrates the utility of human monitoring
over the automatic event detection (see Section 5.3.2). Finally, we present overall
results to establish that the proposed method of selecting and scheduling the camera
views helps the human operator in better identification of events occurring in the
environment (see Section 5.3.3).

5.3.1 Camera view scheduling

The result of applying the proposed camera view scheduling method to first 100
frames of all the 16 cameras is shown in Fig. 9. In the figure, x-axis shows the frame
number and y-axis represents the 16 camera views. The blue solid lines denote the
events occurring in the camera views. The letters marked over these lines show the
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type of events, e.g., W indicates a walking event and W & T shows a walking-and-
talking event. The dotted lines show the transition from one camera view to the other.

The scheduling starts with �̃ = {C1, C5, C9, C13} being the first four camera
views randomly selected to be displayed at a higher resolution. At the next instant
(frame 2), the system identifies that there are walking events occurring in the C11

and C14 views. which results in transition from C9 to C11 and from C13 to C14

with transition probabilities P(C11|C9) = 0.54 and P(C14|C13) = 0.57, respectively
(computed using (6)). The camera views C1 and C5 continued as there were no
other events flagged by the system. At frame 16, these two camera views changed
to C2 and C4, respectively, after the system reported two events W and R in those
views. Note that the transition probability from C5 to C4 (P(C4|C5)) was 0.78,
which was relatively higher than the others such as P(C11|C9). This was because the
system reported Imachine

4 to be high as this was an abnormal event (running). The
transition probability was even higher (0.86) in the case of transition from C14 to C8

(at frame 27) since in this case Ihuman
14 was also higher as the operator was looking at

the walking event occurring in C14.
Another interesting point to note in Fig. 9 is that the camera view C4 continued

even after frame 40 (when the running event was over). This was because that the
running event was considered suspicious by the operator and he continued giving
attention to this view even when the event finished. The C4 changed to C12 at frame
60 as the C12 was adjacent to C4 (see Fig. 7). Subsequently, the operator found
another running event in C12 at frame 87. In fact, C8 was also adjacent to C4 but
the transition from C4 to C8 did not take place because C8 was already among �̃ at
that time.

In summary, as can be seen in Fig. 9, the proposed camera view scheduling method
did not miss any important event in the span of first 100 frames. Note that although
we show here the scheduling for only first 100 frames, similar results were obtained
across whole data set.

5.3.2 Specif ic cases

Here we show specific instances that establish the utility of a human’s monitoring
and feedback. Ideally, if the system reports an event to be normal, a human operator
should also confirm it to be the same, and vice versa. In other words, Imachine ↓⇒
Ihuman ↓ and Imachine ↑⇒ Ihuman ↑. However, since existing event detection methods
are always not 100% accurate, there could be a few instances when the system reports
incorrectly. In such a case, the human operator should be able to correct it.

We illustrate this with four cases, out of which, two (Case 1 and Case 2) are normal
cases in which human’s feedback was in concordance with the system’s decision.
Other two (Case 3 and Case 4) are the cases where the system provided a faulty
decision and it was corrected by the human operator’s feedback. These cases are
described as follows:

Case 1: Imachine ↓⇒ Ihuman ↓. In this case, we present an instance when system de-
tects a walking event to be of low importance (between 0.50 to 0.70) and
accordingly the camera view containing that event is selected for display.
The human operator looks at it and s/he confirms the same, and conse-
quently the camera view is removed from the display after few frames.
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0

0.5

1

Timeline

Camera view 1

 502 emarf 851 emarf 051 emarf

IhumanP(E lM) Imachine

 Removed from high resolution display

Selected on high
resolution display

Fig. 10 Imachine ↓⇒ Ihuman ↓

This is illustrated in Fig. 10. Note that this and next three figures show the
following three plots: P(E|M)—the probability of the occurrence of the
event, Imachine—the importance of the event detected by the system, and
Ihuman—the importance of the event based on human’s feedback.

Case 2: Imachine ↑⇒ Ihuman ↑. Figure 11 shows an instance when system detects an
abandoned object and tags it as a highly important event. Subsequently,
it is confirmed by the feedback of human operator, and consequently the
camera view containing this event continues to remain on the display.
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Timeline

Camera view 6

frame 662 frame 675 frame 773

IhumanP(E |M) Imachine

 Continue to remain on high resolution display

Selected on high
resolution display

Fig. 11 Imachine ↑⇒ Ihuman ↑
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Camera view 8

frame 42 frame 45 frame 56

0

0.5

1

Timeline

Selected on high
resolution display

IhumanP(E |M) Imachine

 Continue to remain on high resolution display

Fig. 12 Imachine ↓⇒ Ihuman ↑

Case 3: Imachine ↓⇒ Ihuman ↑. This case shows an instance when system incorrectly
detects a running event (of high importance) as a walking event (of low
importance). Subsequently, it is corrected based on human operator’s
monitoring and feedback, as depicted in Fig. 12.

Case 4: Imachine ↑⇒ Ihuman ↓. This is another case where the system incorrectly
identifies a walking event (of low importance) as a running event (of high
importance). Once the human operators looks at it, s/he pays less attention
to it and consequently the camera view is removed from the display. This
is shown in Fig. 13.
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Camera view 7

IhumanP(E |M) Imachine

 Removed from high resolution display

Selected on high
resolution display

Fig. 13 Imachine ↑⇒ Ihuman ↓
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5.3.3 Events: identif ied versus missed

In what follows, we demonstrate the advantage of the proposed method by per-
forming the following three test cases with an objective of identifying important
events. In case 1, important events were identified using automatic event detection
methods (as described in Section 5.2). In the second case, we examined how a human
operator’s feedback can help in identifying important events. In this case, we did not
use the automatic event detection methods; and the camera views were selected and
displayed at a high resolution display based on a simple change detection method
[18]. The human operator was assumed to be knowledgeable of the important events
(e.g., a person abandoning a bag in the corridor and/or a person shouting in the
corridor). Case 3 involved inputs from both automatic event detection methods as
well as the human operator. In this case, first the system computed the Imachine by
detecting the important events. These important events were displayed at a high
resolution display for the human operator to monitor. Based on the attention of the
operator, the importance levels of the camera views Ihuman were calculated using (5).
The results of these three cases are shown in Table 4.

As presented earlier in Table 2, out of a total 119 events, 16 events were of
high importance (i.e., suspicious events) and the rest 103 were less important events
(i.e., normal events). We analyzed that, out of 103 normal events, system could
correctly detect only 71 events (68.9%). However, when the human operator was
asked to monitor the events that were selected and displayed at a high resolution
screen using a change detection method, the operator could correctly identify only
63 (61.1%) of the normal events. In this case, identification was poor due to the
limitations of the change detection method. This is because at few instances the
change-detection method failed to identify the important events as the change in
the subsequent frames were found below threshold. On the other hand, when the
human monitoring was augmented with the automatic event detection methods,
the number of correctly identified events increased to 89 (86.4%). Similar trends
were recorded for the events of high importance, though the number of correct
identifications were slighly higher. This was due to the fact that suspicious events
attracted the attention of the operator more than the normal events.

5.3.4 Eye tracking versus mouse clicking

The other experiment we performed was to examine the utility of the automatic eye
tracking method (unobtrusive) over the traditional method (obtrusive) in which the
operator identifies important events by mouse clicking. In both cases, attention of
the operator was captured. In the traditional method, all the 16 camera views were
monitored simultaneously; while in the eyes tracking method, only the four best

Table 4 Results of three test cases: (1) automatic event detection by the system, (2) human
monitoring and feedback, and (3) both automatic event detection and human monitoring

Case Number of less important events Number of highly important events

Identified (%) Missed (%) Identified (%) Missed (%)

1 68.9 31.1 70.5 29.5
2 61.1 38.9 64.2 35.8
3 86.4 13.6 87.5 12.5
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Table 5 A comparison of eye
tracking versus mouse clicking
for camera view selection

Case Number of events

Identified (%) Missed (%)

The proposed method with the 86.6 13.4
best four camera views
monitored (view selection was
through eye tracking)

Traditional approach when 40.3 59.7
all 16 camera views monitored
(view selection was by
operator’s clicks)

camera views that were selected and scheduled using our method were monitored.
In both the cases, the operator was asked to record important events. While in
the traditional method, the operator recorded the important events by clicking on
the camera views; in the other case, they were recorded automatically based on the
importance value computed using the proposed method (see Section 4.2). The results
of these two cases are shown in Table 5.

In this experiment, we analyzed that out of 119 events, 103 events (86.6%) were
identified by the operator when eye tracking was used; while only 48 events (40.3%)
could be identified using the traditional monitoring approach. While using the tra-
ditional approach, the operator missed several important events, as he could not
pay attention to all of the 16 camera views at once. However, with the eye tracking
method, a set of events were initially displayed on the four camera views, which
helped the operator in identifying important events. With the eye tracking method,
the operator only missed 13.4% of events. This was mainly due to two reasons:
(1) event detection method failed at a few instances, and since the missed events
were not selected to be displayed on a high resolution screen, they were also missed
by the human operator; and (2) there were some inaccuracies in eyes tracking at a
few instances. Overall, the results showed that the eye tracking method helped the
operator in finding more important events.

6 Conclusions

The method proposed in this paper is based on a human-centric approach and it
dynamically selects and schedules the four best camera views in a surveillance
environment. The importance of a camera view is computed based on an integrated
mechanism of automatic event detection and a human’s monitoring and feedback.
The non-invasiveness in obtaining the human operator’s feedback is the key feature
of the proposed method. The experiments have shown that augmenting the human
operator’s feedback with the automatic event detection method has helped in finding
more of the important events.

The two backbones of the proposed human-centric approach are event detection
and eye tracking methods. Therefore, their accuracy matters for the success of
the proposed approach. Individually, both category of methods suffer from their
limitations. However, as has been shown in the paper, when these methods augment
each other, we can obtain better results and can perform more effective surveillance.
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