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Abstract
In recent times, the modern developments of internet technologies and social networks have attracted global researchers to
explore the recommender systems for generating personalized location-based services. Recommender Systems (RSs) as proven
decision support tools have gained immense popularity to solve information overloading problem among various real-time
applications of e-commerce, travel and tourism,movies and e-learning. RSs emerge as a popular and reliable information filtering
approach that is capable of suggesting relevant items, movies, and locations to the active target user based on dynamic prefer-
ences and interests. Beyond the development of many feature-rich recommendation algorithms, the need for a better full-fledged
RS to produce precise and highly relevant recommendations based on ratings and preferences provided by the target user is very
high. With the specific focus to the travel domain, the global research community has been involved in the development of a
complete travel recommender system that is immune to the sparsity and cold start problems. In this paper, we present a new
Hybrid Location-based Travel Recommender System (HLTRS) through exploiting ensemble based co-training method with
swarm intelligence algorithms to enhance the personalized travel recommendations. The proposed HLTRS is experimentally
validated on the real-world large-scale dataset, and we have made an extensive user study to determine the ability of developed
RS to produce user satisfiable recommendations in real-time scenarios. The obtained results and analyses demonstrate the
improved performance of the proposed Hybrid Location-based Travel Recommender System over existing baselines of recom-
mender systems research.
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1 Introduction

Recommender System (RS) has emerged as an effective deci-
sion support mechanism to tackle information overloading
problem faced by digital users during the search of relevant
interesting items that meet their changing requirements in re-
cent years [1]. In various real-time applications such as
movies, music, books, tourism, e-commerce, and education,

Recommender Systems are widely used [2–7]. Among vari-
ous techniques developed for making personalized recom-
mendations, Collaborative Filtering, Content-based Filtering,
and Hybrid Filtering were widely utilized to support active
target users by providing a personalized list of recommenda-
tions. The rapid increase in the utilization of Smartphones and
social networks has resulted with the huge amount of user-
generated data, and this data is considered to be a significant
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source for the recommender systems to produce personalized
recommendation list [8]. Figure 1 depicts the overview of the
recommendation generation process in the recommender sys-
tems. Online users share their thoughts through social network
and recommendations are presented by considering target
users’ social behaviors and activities.

The growing development of web-based technologies and
social networks, users tend to share their opinions and
thoughts online [9]. As location-based social network helps
to share their experiences, it is essential to built users’ profile
based on social activities and behavior to learn more about
users’ preferences from historical check-ins [10, 11]. Travel
recommender system suggests point of interests to the user by
mining users’ interests and preferences implicitly or explicitly
from location-based social networks. Based on users’ his-
torical check-ins, similar users are identified and rating is
predicted for the unknown places. To provide personalized
recommendations in real-time applications, a good recom-
mender system should consider user requirements, social
ties, geographical features and contextual information to
predict highly relevant items which are more probably to
be accepted by the target user [12]. Though collaborative
filtering based recommender system alleviates information
overloading problem, they are still suffering from cold
start, sparsity and personalization problems. To address
the aforementioned issues, most researchers have used
opinions from trusted users to generate personalized rec-
ommendations rather than from similar users [13].

In collaborative filtering based recommender system, dif-
ferent clustering algorithms were used to discover similar
users. But, the traditional clustering algorithm has some draw-
backs to yield optimal solutions [14]. To conquer such limita-
tions, swarm intelligent algorithms have been introduced for
effective user clustering. The emergence of swarm intelli-
gence algorithms has attracted many researchers to exploit
such algorithms in recommender system for user clustering
[15]. The nature-inspired meta-heuristic algorithms such as

cuckoo search, particle swarm optimization and ant colony
optimization algorithms were utilized in various applications
to tackle complex optimization problems [16–18]. Bio-
inspired algorithm inherits the features of the biological sys-
tem and yields promising convergence results [19]. Especially
in travel recommendations, both the number of travellers and
point of interests are large, but user rating is very low which
leads to data sparsity problem. Hence correlation between
travellers cannot be derived appropriately, and so it may not
be reliable. Similarly, the problem of cold start arises when
travel recommender system tries to generate recommenda-
tions for the unfamiliar point of interests or for new travellers
[20]. Thus the recommender system gains a negative impres-
sion on the performance of traditional filtering algorithms. It
will be more critical to generate personalized recommenda-
tions as it contains only very few rating information.

Recently, Da Costa et al. [21] proposed Co-training
based recommender system (CoRec) to resolve cold start
and sparsity problem by strengthening the rating matrix
as a pre-processing step. In 1998, Blum and Mitchell
introduced the concept of Co-training as a distinct
multi-view learning model [22]. Co-training algorithm
uses multiple views of a single feature set that are uncorrelated
by its description and compatible if all are identically labeled.
As an extension ECo-Rec is proposed, where CoRec is gen-
eralized to work with more than two recommendation algo-
rithms and aggregate the results of simultaneously co-trained
models to generate consensus user-item rating matrix [23].
Emerging demand for personalized travel recommendations
broadens the scope for the significant progress of location-
based travel recommender system. We have utilized the co-
training method in the travel recommendation process to han-
dle user-POI sparsity and cold start problem of traditional
recommender system by predicting ratings for unfamiliar
POIs and new user. The proposed HLTRS is validated on
the TripAdvisor dataset to demonstrate the applicability of
the proposed travel recommendation generation process in

Fig. 1 Overview of the
recommender system and
recommendation generation
process
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real time scenarios. The major contributions of the proposed
HLTRS are summarized as follows.

& We have developed a personalized travel recommender
system by analyzing target users’ online social activities
and behaviors.

& We have employed ensemble based co-trained swarm in-
telligence algorithms to identify the best neighborhood for
rating prediction and to enhance the rating matrix.

& Contextual information has been utilized to minimize the
computational complexity and dimensionality reduction
of the recommendation generation process.

& The proposed HLTRS is experimentally validated on the
real time complex dataset to exhibit the performance and
efficiency over existing baselines.

The remainder of the article is structured as follows: In
section 2, recent literature related to travel recommender sys-
tem, collaborative filtering algorithms, social user profiling,
swarm intelligence for effective user clustering and co-
training method for rating enhancement are presented. In sec-
tion 3, the detailed explanation of the proposed Hybrid
Location-based Travel Recommender System (HLTRS) is
presented. Section 4 portrays the results obtained from exper-
iments and discusses the performance efficiency of the pro-
posed HLTRS over other existing recommendation models.
Finally, in section 5, we conclude the work done along with
future research directions.

2 Related works

Recently, the recommender system has been widely explored
in various application domains with different methodologies
to strengthen the performance efficiency of the recommenda-
tion generation process. The overview of the conventional
recommender system framed using collaborative filtering
techniques; advantages of using swarm intelligent algorithms
in the recommender system, trust-aware recommendations,
and co-training method for rating enhancement are presented
in the following subsections.

2.1 Recommender systems based on collaborative
filtering

The most generally used filtering algorithm in the recom-
mender system is collaborative filtering. Collaborative filter-
ing algorithm predicts the rating for unknown items of the
target user based on the ratings of the items provided by the
neighbors [24]. Goldberg et al. [25] first established the idea
of collaborative filtering to discover similar users and now it is
widely used technique in the recommender systems. Later, in
1997, GroupLens [26] utilized the collaborative filtering

algorithm to group the news articles automatically in Usenet.
Herlocker et al. [27] present the measuring factors to estimate
the quality of the rating prediction mechanism of recommend-
er systems. Despite the benefits provided by the collaborative
filtering algorithm, cold start and data sparsity are the major
concern of the conventional recommender systems. Though
some existing collaborative filtering based recommender sys-
tems provide better results, at most times the contextual infor-
mation and user preferences are not considered to produce
recommendations [28]. These collaborative filtering algo-
rithms sometimes necessitate domain experts for valuable
suggestions.

2.2 Trust-aware recommendations

As the collaborative filtering based recommender system is
vulnerable to malicious attacks [29, 30] and data sparsity
problem, incorporating trust information helps to conquer
such issues. This is due to the fact that people used to buy
items suggested by friends, family members and colleagues
whom they believe the most. Lathia et al. [31] have proposed
the collaborative filtering based recommender systemwith the
trusted k-nearest neighbor to alleviate the problems of the
traditional recommender system. Massa and Avesani [32]
used four different trust metrics to alleviate ratings sparsity
and cold start problems of the conventional recommender sys-
tems. Kant and Bharadwaj [33] exploit both trust and untrust
information in the recommender system to enhance the rec-
ommendation quality through the fuzzy model. Guo et al. [34]
performed experimental research on trust metrics of the rec-
ommender system and stated that each trust metric has its
advantages and limitations depend on the context of usage.
Gupta and Nagpal [35] present the survey on trust metrics and
its properties for their application in various contexts. As rec-
ommendation generation process grows, trust metrics need to
be recomputed to produce good results.

2.3 Swarm intelligent algorithms in recommender
systems

Various clustering algorithms were used in collaborative fil-
tering based recommender system to discover neighbor sets
for rating predictions. Due to the drawback of the convention-
al clustering algorithm to obtain optimal solutions on large
scale applications, many researchers have incorporated swarm
intelligence algorithms in various recommender systems for
user clustering. Swarm intelligent algorithms inherit the fea-
tures of biological systems to provide better convergence rate.
Ujjin and Bentley [36] exploit particle swarm intelligent algo-
rithm to produce tailored recommendations using a modified
Euclidean distance. The experiments were conducted on
MovieLens datasets, and showed that PSO performs better
than the genetic algorithm. Katarya and Verma [37] developed
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a recommendation model by combining particle swarm opti-
mization and fuzzy c-means algorithm to generate personal-
ized movie recommendations with reduced computational
cost. To find weights for features of Jester dataset,
Choudhary et al. [38] utilized Gravitational search algorithm
(GSA) and showed that GSA outperforms PSO. Bedi and
Sharma [39] employed Ant colony optimization (ACO) for
trust computation, and it solves the problem like local optima.
Likewise, meta-heuristic algorithms such as Mussels wander-
ing optimization (MWO) [40] and Cuckoo search algorithm
(CSA) [41] are used to address the limitations of traditional
clustering such as k-means. The integration of k-means with
MWO and CSO provides better clustering results than indi-
vidual algorithms. In general, every clustering algorithm has
its limitations and thus integrating results of two or more hy-
brid clustering algorithms helps to generate promising solu-
tions [42, 43].

2.4 Travel recommender system

Travel Recommender system has gained significant interest
from many researchers due to the employment of swarm in-
telligence for user clustering algorithms and personalized rec-
ommendation generations [44–46]. Themajor goal of the trav-
el recommender system is to satisfy users’ requirements.
Various parameters such as user preference, interest, weather,
time of the day, companion and travel costs are considered as
some constraints while making recommendations. Based on
the target users’ requirements, the influential features of the
travel recommender system are adjusted to generate the rele-
vant point of interests. Logesh et al. [47] proposed a recom-
mendation model called DPSOHiK for personalized point of
interest recommendations based on hybrid particle swarm op-
timization algorithm using electroencephalography feedback.
Brilhante et al. [48] developed a web-based travel recom-
mendation model called TripBuilder. They acquired the
information from Wikipedia and Flickr dataset to evaluate
the performance of TripBuilder. Similarly, Kurata and Hara
[49] proposed a travel plan recommender called CT-
Planner by exploiting genetic algorithms. Notably, most
of the available travel recommender system facilitates gen-
eral recommendations and lack personalization. Logesh
and Subramaniyaswamy [50] developed a hybrid travel
recommendation model called PCAHTRS using contextual
data to facilitate personalized recommendations.

2.5 Co-training method

The challenging issue of any recommender system is to deal
with large user-item matrix where most of the entries are emp-
ty [51]. One of the most useful ways to handle rating sparsity
and cold start difficulty of the conventional recommender sys-
tem is to fill those missing values. Recently, some researchers

have utilized the co-training method in the recommender sys-
tem to enrich the rating matrix. Zhang et al. [52] presented a
context-aware semi-supervised co-training model called
CSEL to tackle the cold start problem of the recommender
system. Zhang and Wang [53] developed a unified
Collaborative Multi-view Learning (CML) model to alleviate
the sparsity problem of recommender system by providing an
additional view to strengthen the sparse user-item rating ma-
trix. Quang et al. [54] utilized a co-training based collaborat-
ing filtering method that iteratively extends the training set by
exchanging user and item features to provide enhanced pre-
diction accuracy. More recently, Matuszyk and Spiliopoulou
[55] introduced a semi-supervised stream based recommenda-
tion model with the co-training approach. Here the prediction
model generates reliable predictions and uses the same as a
label to improve the recommendation generation process. To
yield enhanced recommendations, the results obtained from
individual algorithms are joined together as an ensemble to
generate consensus rating matrix for rating prediction [56].

3 Proposed hybrid location-based travel
recommender system

The most important aim of the proposed HLTRS is to make
the search process of the tourist simpler and more convenient.
The proposed HLTRS generates POIs and travel routes which
are more specific to the target user. Based on the historical
check-ins, interests, preferences, and requirements, personal-
ized recommendations are generated. Though lots of travel
recommender systems are available, they suffer from cold
start and data sparsity problem. Despite, existing travel rec-
ommender system facilitates only general recommendations
and not user-specific or personalized recommendations.
Travel Recommender systems are decision-making tools and
different from other recommender systems, analyzing users’
interests and preferences are considered as an essential factor
to construct efficient user-centric recommender system. The
major goal of the proposed HLTRS is to generate personalized
recommendations for travellers by exploiting social network
data. Information such as historical check-ins, social ties, feed-
backs and reviews about already visited sites, social activities
and behavior are acquired from users’ social network. By
mining such information and building user profiles, it be-
comes easier to develop an efficient personalized travel rec-
ommendation model.

The proposed HLTRS is designed for travellers to facilitate
personalized recommendations based on users’ social activi-
ties and preferences. Our proposed Hybrid Location-based
Travel Recommender System builds user profile from social
network data, and contextual data are utilized to remove irrel-
evant information. To strengthen the user-POI rating matrix,
an ensemble based co-trained swarm intelligence method is
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employed for user clustering, and finally personalized recom-
mendations are presented to the target user. The recommenda-
tion generation process of the proposedHLTRS is portrayed in
Fig. 2. Initially, the user profile is constructed to learn about
target users’ social activities and behavior to boost the recom-
mendation generation process. Based on the profile built from
social data, the user is clustered into a group from where
nearest neighbors are selected for rating prediction. In
HLTRS, Co-training technique is used to strengthen the
user-POI rating matrix for accurate rating prediction. It signif-
icantly reduces the rating sparsity and cold start difficulty of
the conventional travel recommender system. Then the rating
predicted POIs are ranked and top ranked POIs are suggested
as the personalized recommendations.

3.1 User profiling

The proposed HLTRS aims to provide personalized travel
recommendations on the basis of users’ interests, prefer-
ences, and requirements. To learn more about the prefer-
ences of the target user, the user profile is constructed from
the social activities and behaviors collected from location
based social network data. User profiles are modeled with
respect to demographic features and preferences.
Demographic features consist of users’ personal details
such as age, gender, and employment, whereas preferences
consist of users’ spatial-temporal features such as historical
check-ins, reviews, and feedbacks, comments, posts, and
requirements. A users’ preference on POI varies in associ-
ation with weather, season of the year, time preferred to
travel and with whom they wish to travel like family or
friends, interests and travel cost. For instance, people usu-
ally go for sightseeing in the morning and evening, and

have food at noon. Thus, we utilized location-based social
network data to extract the influential features of the user
check-ins.

The multi-layer user profiling model based on online re-
views and ratings are employed in HLTRS. Each layer sym-
bolizes the user preference with respect to influential feature
sets such as weather, cost estimation, companion, travel fre-
quency and time. Only positive reviews of the user feedback
are used to build a user profile. The reason behind choosing
only positive reviews is to discover and suggest the point of
interests that are more relevant to the users’ interests. If the
rating provided by the target user is lesser than 3 stars, it is
considered as a negative review and ignored, while others are
considered as a positive review. Since traveler used to rate
their experience in the form of Bfive stars^, they are used to
predict the rating for unfamiliar point of interests. The multi-
layer user profile θu built by language model [57] is defined as
follows

θu ¼
∑ri∈R f

p wjrið Þ
jRf j ð1Þ

where Rf = ∪ ri is the union of all positive reviews about the
feature i, w represents the influential word in the review and
p(w| ri) represents the conditional probability estimated as fol-
lows

p wjrið Þ ¼
Fri
w þ μ

FR f
w

∑wF
R f
w

∑wF
ri
w þ μ

ð2Þ

where μ is the smoothing parameter, Fri
w is the influential

word w frequency of ri and FR f
w is the influential word w

frequency of Rf.

Fig. 2 Recommendation
generation process of the
proposed HLTRS
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3.2 Trust utilization for better personalization

The users’ rating profile has various features to predict the
point of interests for the target user. But users’ trust net-
work does not provide such features to discover similar
neighbor sets of the target user. Thus, measuring the per-
formance efficiency of both the rating profile and trust
networks helps to predict the point of interests more accu-
rately. In Hybrid Location-based Travel Recommender
System, user reliability is computed to identify the user
with low rating profile and trust network with an intention
to strengthen the rating profile. Larger the number of avail-
able ratings, the probability of predicting the relevant point
of interests for that user is also high. This is due to the fact
that a large number of similar users is identified and by
estimating the similarity score between users, there exists
a high probability to generate more relevant POIs. Finally,
ratings are predicted more accurately for unfamiliar point
of interests and recommendation generated are more prob-
ably accepted by the target user. Similarly, the cardinality
of a neighbor set and the cardinality of ratings provided by
that neighbors also influence the estimation of user reli-
ability. The summation of the similarities computed be-
tween the target user and similar users helps to strengthen
the performance of the rating prediction algorithms.

3.3 Swarm intelligence for user clustering

With the growing popularity of online users and the web-
based services, the need for personalized travel recom-
mender system increases. We incorporate swarm intelli-
gence algorithms for user clustering and ratings are pre-
dicted for the POIs from the consensus similarity matrix
obtained from the co-trained swarm intelligent algorithms
for better travel recommendations. The proposed HLTRS
exploits three swarm intelligent algorithms such as
Mussels wandering, ant colony and Cuckoo search optimi-
zation algorithms and for user clustering. The HLTRS is
designed to cluster the input dataset independently by
swarm intelligent algorithms, and then the resulted similar-
ity matrix is used as additional information for other swarm
intelligent algorithms for user clustering. Thus a swarm
intelligent algorithm not only learns from its model but
also from the other algorithms for efficient clustering.
The process continues for some iteration to generate better
user-POI rating matrix. Larger the number of iterations
means higher the prediction accuracy. Finally, the similar-
ity matrices obtained from co-trained swarm intelligent al-
gorithms are combined to generate a consensus similarity
matrix through an ensemble approach [58]. From the con-
sensus matrix, ratings are predicted, and top-n POIs are
recommended which are more probably to be accepted by
the target user.

3.3.1 Ant colony optimization

The new swarm intelligent algorithm called Ant colony
optimization (ACO) [59] was introduced to address the
NP-hard optimization problem. It inherits the foraging
characteristics of an ant colony to obtain the optimal solu-
tion in high dimensional search space. Ants try to find their
shortest way to their habitat from the food source through
pheromone as a communicating factor. While moving,
each ant deposits some amount of pheromone on its solu-
tion component and finds the next solution component
with some probabilistic rules. The key feature of the ant
colony optimization is the combination of posterior infor-
mation about the last obtained local optima and prior in-
formation about the global optima. ACO is represented by
the weighted graph, and each ant generates some amount
of pheromone on the edges to communicate with each oth-
er while finding their optimal path. The amount of phero-
mone released indicates the quality of the solution obtain-
ed. To avoid local optima, the pheromone evaporates after
some time which helps to explore a new path in the solu-
tion space. It significantly reduces the probability of
choosing a longer path, as ants used to prefer the shortest
path that contains a higher amount of pheromone.
Considering the better exploration and exploitation feature
of the ACO, it is utilized for user clustering.

3.3.2 Cuckoo search algorithm

Cuckoo Search Algorithm (CSA) [60] follows the biological
features of cuckoo to solve complex optimization problems.
CSA inherits the parasitic characteristics of cuckoo which lays
its egg randomly on other birds’ nest at a maximum distance.
The dissimilar cuckoos’ eggs are identified by the host bird
and excluded from the nest; else the chick grows in the host
nest. Otherwise, the host bird disposes its own nest and builds
the new one somewhere else. Cuckoo used to move from one
place to another in search of another nest. The breeding and
transition behavior of the cuckoo is employed in data cluster-
ing to address the optimization problem of complex datasets.
The key advantage of CSA is its simplicity and easy ignorance
of local optima. But its convergence rate is slow and resulting
in low clustering accuracy. To enrich the convergence rate and
clustering accuracy, the nest finding distance is to be set flex-
ible for global optimization. To determine the best global nest,
the Markov chain method is utilized. In the Markov chain
model, the presence of the next nearby nest is determined by
the location of the current nest. The standard CSA may result
in premature convergence, as all cuckoos follow the same
searching method and got trap in the local optima. Thus, the
combination of k-means with cuckoo search algorithm helps
to enrich the convergence rate.
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3.3.3 Mussels wandering optimization

The new optimization algorithm is developed as
Mussels Wandering Optimization (MWO) inspired from
the mussels’ bed formation behavior at complex marine
surfaces to form their habitat. The biological behaviors
of mussels are inherited in MWO to obtain an optimal
solution in clustering problems [40]. Mussels join to-
gether for physical protection and move less to maintain
the bed density. However, if the cluster grows greater,
mussels decide to move away and forms bed based on
Random Levy walk. Let us assume that the mussel pop-
ulation consists of N individuals and forms the bed in
the marine region of d-dimensional space. Let f(s) be
the objective function that represents nutrition. The
MWO algorithm consists of the following six steps to
provide optimal solutions. They are 1) initializing mus-
sels population and other parameters, 2) computing both
short and long range mussel density, 3) establishing the
transition strategy, 4) updating the new position, 5)
evaluating the fitness of updated position and 6) exam-
ining the terminate criteria. Notably, the bed formation
with Random Levy walk to discover the most appropri-
ate place for habitat represents the global optimization.
Thus, the optimization algorithm developed from the
ecological behavior of the mussels helps to provide an
optimal solution.

3.4 Rating enhancement by co-training

In most of the real-time applications, data are described
either by multiple distinct features or by multiple views of
a single feature. Co-training is related to the problem of
multi-view learning of the same dataset. In general, Co-
training technique is implemented on datasets which con-
sist of very few labeled data, and all others are unlabeled
data. The co-training technique first learns the classifier
for each view of labeled data and predictions are made
on unlabelled data to obtain additional information. The
obtained additional information is feed to other classifiers
as input and process repeat for some iteration to enrich the
classification accuracy. To provide additional information,
each data set should be represented by at least two views.
However, co-training can also be performed for a single
representation of the data. To handle rating sparsity and
cold start issues of the conventional recommender system,
co-training method is exploited in the proposed recom-
mendation generation process.

HLTRS uses single dataset as an input and three different
swarm intelligent algorithms as multiple views. The similarity
matrix produced by each clustering algorithm is combined to
generate a consensus matrix for rating prediction. While co-
training the clustering algorithms, each algorithm is trained

independently to agree with the clusters of other algorithms,
so that they learn not only from its own approach but also from
other algorithms. At each step of the co-training module, the
swarm intelligent based user clustering algorithm generates
the similarity matrix, and it is added to the training dataset
of other clustering algorithm and repeats the process iterative-
ly. This additional information is exchanged over all other user
clustering algorithms iteratively to enrich the rating matrix. In
addition, the results of each clustering algorithm are combined
to generate a consensus rating matrix for rating prediction and
precise recommendation generation.

In this module, the HLTRS divides the original input
dataset into the rated dataset rlu and unrated dataset ulu .
In the rated dataset, the user-POI matrix is filled with
ratings i.e. all the entries of user-POI rating matrix is
filled, while unrated dataset consists of randomly select-
ed users and POI. Since user-POI rating matrix is sparse
and unrated dataset is large, including all the unrated
user and POI into the prediction algorithm resulting in
slow convergence. To reduce the burden of the co-
training process, x number of user and POIs per user is
randomly selected. The goal of the co-training module is
to predict the rating for unvisited POI. The user similar-
ities are computed to predict the ratings for unfamiliar
POIs based on similar users’ rating profiles. In HLTRS,
Pearson coefficient is applied to estimate the similarity
score and it is defined as follows:

sim u1; u2ð Þ ¼
∑l∈Su1 ;u2

rlu1−ru1
� �

rlu2−ru2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑l∈Su1 ;u2

rlu1−ru1
� �2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑l∈Su1 ;u2

rlu2−ru2
� �2

r ð3Þ

where Su1;u2 is the set of POI visited and reviewed by both the

users u1 and u2, rlu1 is the POI l rated by the user u1 and r
l
u1 is the

average of all POI ratings provided by u1. Similarly, rlu2 is the

POI l rated by u2 and rlu2 is the average of all POI ratings of u2.
Then the rating prediction for unfamiliar POI of the user u1 is
given as follows

Pu1;l ¼ ru1 þ
∑ui∈ku1 ;l

sim u1; uið Þ rui;l−rui
� �

∑ui∈ku1 ;l
sim u1; uið Þ ð4Þ

where ru1 is the average of all POI ratings given by u1, ku1;l is
the k-nearest neighbors of the user u1 who already rated the POI
for which the rating is going to predicted on behalf of the user
u1, rui;l is the rate of the POI l given by the user ui and sim(u1,
ui) is the similarity measurement between the user u1 and ui.
After predicting the ratings for unvisited POI of the use u1, the
top-n rated POIs are suggested to the user as personalized rec-
ommendations. If the target user is not convinced with the
recommended POIs, then the list is revised again and generated
based on his requirements and preferences.
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3.5 Incorporating contextual information for better
travel recommendations

Travel Recommender system utilizes the experiences and
opinions of the similar user of a community to recommend
the point of interest from the set of available choices. The
proposed HLTRS integrates the contextual information with
user profiles to maximize performance efficiency. The contex-
tual data such as season, social ties, weather, time and dynam-
ic feature of target user i.e. emotions are considered as an
important feature for travel recommender system. According
to Adomavicius and Tuzhilin [61], contextual information can
be incorporated either before or after applying the recommen-
dation algorithm to filter the relevant items from the master set
of choices. In the contextual pre-filtering model, contextual
data are first utilized to filter irrelevant items and then the
recommendation algorithm is applied for recommendation
generation. But in the post-filtering method, the recommenda-
tion algorithm is first applied to the raw dataset, and then the
contextual information is utilized to update the recommended
list based on user preferences and requirements.

The proposed HLTRS incorporates a contextual pre-
filtering method to filter out irrelevant information resulting
in reduced computational complexity. The distance between
the users’ current location and POI is estimated using geo-
graphical features such as latitude and longitude. Then the list
of point of interests located within the predefined radius is
suggested to the target user based on their interests.
Collaborative filtering algorithm builds the user-POI matrix
from user profiles where each entry represents the ratings pro-
vided by the target user for the corresponding POI. Let us
consider the rating matrix with m users, where U = {u1, u2,
⋯, um} and n POI, where L = {l1, l2,⋯, ln}. Each user would
have experienced some set of POIs, and they would have
expressed their feedback as a 5-star rating. By computing
the similarity between users, collaborative filtering algorithm
identifies the neighbor set of same interest and predicts the
rating for the unfamiliar POIs of the user. Then the list of
top-n ranked location is recommended as the point of interest.

4 Experiments and discussions

The proposed Hybrid Location-based Travel Recommender
System (HLTRS) is experimentally evaluated to demonstrate
its efficiency and performance in generating a personalized list
of Point of Interests. We conducted the experiment on real
time complex TripAdvisor dataset for two different final
Number of Recommendations (NR) as 10 and 20.
TripAdvisor is a popular travel recommendation web portal
that comprises of users feedbacks and reviews on the venues
and locations. The dataset used for the experimentation com-
prises of 9149 venues, 13,410 users, and 152,721 user ratings

for locations. The dataset is divided into 80% for training and
20% for testing purpose. The results obtained from experi-
mental study are compared with the other existing baseline
methods such as User-based KNN [26], Item-based KNN
[62], Biased MF [63], KBTRS [64], DPSOHiK [47],
PCAHTRS [50], and HSSRS [10], and the analyses are pre-
sented for the better understanding of the effectiveness of
HLTRS. Experiments are performed on the PC running on
the 64-bit Windows 10 Operating System with Intel Core i7-
5500U clocked at 3.00 GHz and 16 GB of memory. The
experiments for generating recommendations on the mobile
framework are conducted on the smartphone with Snapdragon
660 Octa-Core clocked at 1.95 GHz with 6 GB of memory.

4.1 Evaluation metrics

The major aim of conducting the experiments is to determine
the ability of the proposed HLTRS for generating recommen-
dation of the personalized POIs list to the target user. We
exploit six standard evaluation metrics such as Mean
Absolute Error (MSE), Root Mean Squared Error (RMSE),
Coverage, Recall, Precision, and F-Measure to validate the
performance efficiency of the recommendation approaches.
The evaluation metrics are defined as follows.

4.1.1 Root mean squared error

Root Mean Squared Error is a popular recommendation eval-
uation metric used to estimate the accuracy of the predicted
ratings, and it is calculated as follows.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑user;poi ActualRatingsuser;poi−PredictedRatingsuser;poi

� �2
N

s
ð5Þ

4.1.2 Mean absolute error

Mean Absolute Error is the alternative metric to RMSE used
to compute the difference between the actual and predicted
ratings, and it is computed as follows.

MAE ¼ 1

Nusers
∑

user¼1

Nusers

jActualratings poiuserð Þ−Predictedratings poiuserð Þj ð6Þ

4.1.3 Coverage

Coverage metric is used to determine the percentage of pre-
dicted ratings among the total number of ratings considered
for the experiments. Coverage metric is defined as follows.

Coverage ¼ Number of Predicted Ratings
Total Number of Ratings in Test Set

ð7Þ
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4.1.4 Precision

Precision is a popular evaluation metric used to determine the
prediction and ranking ability of the recommendation ap-
proach by exploiting the final recommendations presented
to the active target user. Precision metric considers the
number of relevant POIs in the presented recommendation
list to compute the positive prediction score and it is cal-
culated as follows.

Precision ¼ jRecommendedPOI userð Þ∩RelevantPOI userð Þj
jRecommendedPOI userð Þj ð8Þ

4.1.5 Recall

Recall is also commonly known as the sensitive metric which
is used to compute the usefulness of generated recommenda-
tions and it is calculated as follows.

Recall ¼ jRecommendedPOI userð Þ∩RelevantPOI userð Þj
jRelevantPOI userð Þj ð9Þ

4.1.6 F-measure

F-Measure is the harmonic mean of recall and precision met-
rics which is used to determine the quality of generated POI
recommendations and it is defined as follows:

F−Measure ¼ 2� Precision� Recall
Precisionþ Recall

ð10Þ

4.2 Comparison of experimental results

This subsection presents the experimental results and analyses
with standard evaluation metrics for the production of person-
alized travel recommendations on real time complex
TripAdvisor dataset. From the info-graphics Figs. 3, 4, 5, 6,
7 and 8, it is apparent that our proposed HLTRS is proficient
of producing better recommendation in terms of prediction
and raking of recommendations. Recommendations are gen-
erated for the final number of recommendations (NR) as 10
and 20. With focused designing of HLTRS to produce effi-
cient and accurate recommendations, the proposed HLTRS
has less RMSE and MAE compared to the existing baselines.
On the coverage estimation, the HLTRS is capable of
predicting maximum user-item pairs in the dataset used for
the experimentation. While considering the precision and re-
call, the HLTRS has performed well for the different number
of recommendations. On evaluating the quality of the recom-
mendations, the HLTRS has highest F-Measure score over
existing standalone and hybrid approaches. The experimental

result reveals the enhanced performance of the hybrid ap-
proaches over standalone models. In terms of coverage,
User-based KNN and Item-based KNN have the least capacity
to make predictions to produce recommendations, which
makes these approaches to produce poor quality recommen-
dations. The recommendation models of Biased MF and
KBTRS have higher error rate on the RMSE and MAE which
makes the final recommendation list inconsistent. The recom-
mendation approaches of DPSOHiK, PCAHTRS, and
HSSRS have produced comparative results to the proposed
HLTRS.

The efficient utilization of user profiling, context-aware
data, and swarm intelligence algorithms enhance the rating
prediction model of the proposed HLTRS, and the proposed
approach is capable of producing recommendations to both
cold start, and all user sets. The dataset used for experimenta-
tion is large and the time taken to produce the final set of

Fig. 3 Comparison of precision for various recommendation approaches

Fig. 4 Comparison of recall for various recommendation approaches
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recommendations to an active user is also considered to be a
crucial factor. With the complex recommendation generation
process of HLTRS, the proposed approach hasmade a positive
impact with reliable recommendations generated in the opti-
mal computational cost. After determining the relevant set of
POIs, to generate the final list of recommendations, the pro-
posed HLTRS employs conditional filtering approach by
exploiting the user’s current location, contextual data, and
travel distance preference. The conditional filtering approach
helps the HLTRS to produce better POI recommendations to
the active user. Based on the target users’ current location and
travel distance preferences, the POI recommendation list is re-
ranked and the final top-n recommendations are generated
through the user interface. The sparsity of the ratings data
makes a direct impact on the recommendation generation,
and scalability of the recommendation model also considered
as an essential feature. By estimating the leaning time taken by
the proposed approach, we found that leaning time raises with

the increasing size of the dataset used. From the experimental
results, it has been demonstrated that the recommendation
approaches produce accurate recommendation when the final
number of recommendations are less and when the number of
the final top-n list increases it crunches the accuracy of the
recommendation list.

From the experiments conducted and the analyses made on
the obtained results, the following conclusions are derived.

& The utilization of multiple swarm intelligence algorithms
is helpful in improving the accuracy of the recommenda-
tions generated.

& The proposed HLTRS with utilization of user profiling,
context-aware data and trust information has demonstrat-
ed its ability to produce reliable POI recommendations.

& The performance of the HLTRS has been improved with
the co-training based rating enhancement approach.

Fig. 5 Comparison of F-Measure for various recommendation
approaches

Fig. 6 Comparison of RMSE for various recommendation approaches

Fig. 7 Comparison of MAE for various recommendation approaches

Fig. 8 Comparison of coverage for various recommendation approaches
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& HLTRS outperforms standalone approaches and other
baseline hybrid approaches with the incorporation of
user’s contextual information.

& The proposed HLTRS has also been executed on the high-
performance computing clusters for the generation of top-
n POI list and travel planning.

& HLTRS is evaluated for the real-time recommendation
scenarios on the mobile environment, and the suggested
recommendations are user satisfiable and proficient for
travel requirements.

& Useful and new travel recommender system has been de-
veloped and presented for the generation of better recom-
mendations to meet the changing travel requirements of
the active target user.

4.3 Recommendations on mobile and evaluation

In the travel context, smartphones help users in assisting them
during the navigational difficulties faced while searching for
information on a venue or travel route. The travel recommend-
er systems on the mobile platform help users by providing
information on the relevant POIs and available e-services such
as trip planning and mapping services. The mobile-based trav-
el recommender systems are found to cost-effective and user
satisfiable over the conventional web-based solutions. As the
travel planning deals with the more than one POI, modeling
the user profile and generating the personalized trip with the
changing contextual information is a complex task. The per-
sonalized tour plan has to be designed based on target user’s
constraints such as preferable distance, travel mode and feasi-
bility, energy level, accessible location categories, etc. The
target user’s constraints with preferences and features of the
POIs are mapped to solve the travel planning problem.

The proposed HLTRS is evaluated on the real time scenar-
ios by exploiting mobile recommendation frameworks such as
XplorerVU [58], XplorerVU TwB [10], and CHXplorer [12].
The mobile recommendation frameworks of XplorerVU,
XplorerVU TwB, and CHXplorer are presented in Fig. 9.
The proposed HLTRS on the mobile recommendation frame-
work generates personalized recommendations based on tar-
get users’ interests and preferences. The users interact with the
recommendation engine through mobile application’s user in-
terface. The co-trained swarm intelligent algorithms are uti-
lized on the mobile recommendation framework to produce
personalized POIs and feasible travel plan. The POIs with
higher predicted ratings are re-ranked on the basis of the user’s
contextual constraints, and the final set of top-n point of inter-
ests are suggested as recommendations to the target user. To
reduce the sparsity and cold start difficulty of the travel rec-
ommender system, HLTRS exploits the location-based social
network data to acquire users’ current location, historical
check-ins, preferences, contextual information, interests, and

requirements. Based on the input provided, the recommenda-
tion set is further refined and the modified recommendations
are generated and provided to the user through the mobile
interface of recommendation framework.

The mobile user interface presents the generated personal-
ized POI list with the interactive map feature to provide en-
hanced user personalization. All three mobile recommenda-
tion frameworks provide a Bsave the plan^ option. And these
saved trips and plans are considered as user’s explicit prefer-
ences and will be exploited for the future recommendation
generation. The XplorerVU is designed for individual users,
XplorerVU TwB is built for a group of users, and CHXplorer
is developed for recommending cultural heritage locations.
The mobile recommendation frameworks have been already
proven to be user-friendly with varying users knowledge
levels from the common man to experts. With the user-
friendly travel planning process of the proposed HLTRS and
proven mobile recommendation frameworks, the travel rec-
ommender system produced single destination recommenda-
tion, multiple POI recommendation, and travel trip plans. The
user interfaces of mobile recommendation frameworks are
evaluated on the ISO 9241-11-110 standards. The recommen-
dation ability of HLTRS on the mobile user interface is eval-
uated on three mobile recommendation frameworks with 86
participants.With extensive user study on three provenmobile
recommendation frameworks, HLTRS has demonstrated its
improved performance by providing travel planning and rec-
ommendations by incorporating the implicit and explicit pref-
erences of the active target users.

4.4 Location-based recommendations for cultural
heritage applications

The rapid development of internet technologies and
smartphone applications have reflected with a massive in-
crease in the variety of location-based services provided to
digital users. With the better utilization of emerging intelligent
technologies, recommender systems are employed to support
the travel users visiting the cultural heritage sites. The cultural
heritage recommendations differ from the traditional travel
location recommendation as the features and attributes of cul-
tural heritages venues requires specific mapping to the users’
interests. With the rich information management system spe-
cifically designed and developed for the cultural heritage lo-
cations, CHXplorer has demonstrated its ability to be an ef-
fective mobile decision support mechanism for the cultural
heritage travellers. We have employed our proposed HLTRS
on the CHXplorer mobile recommendation framework to gen-
erate tailored cultural heritage recommendations. The experi-
ments are conducted at the cultural heritage sites of the
Thanjavur city in India for the prediction of the next cultural
heritage location and travel plan generation. The experimental
results and the user study made reveal the enhanced
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performance of HLTRS on CHXplorer and positive user feed-
back on the generated personalized recommendations. Along
with the travel recommendations to the cultural heritage loca-
tions, the CHXplorer also presents the multimedia content on
the user interface with backend support from the dedicated
information management system. The mobile interface of
the CHXplorer is devised to be interactive and user-friendly
for all types of users and based on user’s interactions; recom-
mendation engine is capable of discovering the user’s implicit
preferences. The archaeological cultural heritage sites in the
Thanjavur, India such as Brihadeeshwara Temple, Schwartz
Church, and Thanjavur Fort Place were considered for the
experimentation of HLTRS on CHXplorer mobile recommen-
dation framework to evaluate the developedmodel in real time
scenarios. The obtained results revealed the promising perfor-
mance of HLTRS for the focused recommendations for cul-
tural heritage travelers with enhanced prediction model
through exploiting the preferences of the active target user.

5 Conclusion and future directions

The significant progress in the development of recommender
systems has proved their efficiency in handling information
overloading problem in various application domains. To solve
the user interest prediction and personalization problems of the
travel recommender system, we have developed a new recom-
mendation model as Hybrid Location-based Travel
Recommender System (HLTRS) to generate the tailor-made
point of interest recommendations by considering target user’s
dynamic needs and preferences. To generate personalized rec-
ommendations, HLTRS constructs an individual user profile for
predicting the interesting locations based on the individual and
group activity information obtained from the location-based
social network. The constructed individual user profile

comprises of the explicit and implicit preferences of the target
user, and it is used in the recommendation generation process.
The developed HLTRS utilizes trust and contextual information
of the target user to filter highly relevant POI from the master
item set resulting in reduced computational complexity. The
ensemble-based co-trained swarm intelligence approach of
HLTFS reflects with the enrichment of the user-POI rating ma-
trix. The developed HLTRS is designed with the focus to solve
the sparsity and cold start problems of the conventional recom-
mender system. The proposed HLTRS is experimentally eval-
uated on real time dataset of TripAdvisor for the production of
personalized travel recommendations. We have also conducted
extensive user study for estimating the capacity of HLTRS for
producing personalized travel recommendations in real time
scenarios. The obtained experimental results demonstrate the
improved performance of the HLTRS over the existing base-
lines and user study reveals promising recommendation ability
of HLTRS on various mobile recommendation frameworks. In
the future, we plan to examine the recommender systems re-
search for the cross-domain recommendations, and also we
intend to study the consensus decision-making problem in the
group travel recommendations.
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