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Abstract
To guarantee the quality of video data into fast-responding transmission and high resolution output video using cost effective
video processing is desirable in many services including Internet of Things (IoT) applications. The goal of this study is to
develop a transmission method to improve a quality of service (QoS) to support for various multimedia contents with high
quality on 5 generation (5G) convergence network. The main motivation is based on video feature and dependency between
frames and blocks in coding structure. First, we investigate the existing methods and analyze them into some classes. From
the analyzed result, we propose a priority-based key frame protection method for improving QoS of in 5G convergence
network.

Keywords Multimedia-centric IoT · Quality of service · Ultra high quality video ·
5 generation (5G) convergence network · Key frame protection

1 Introduction

While the 2-nd generation and 3-rd generation mobile
communication support voice-centric service, the 4-th
generation mobile communication technology took big
step to data-centric service domain. With the change of
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service pattern, the demand on multimedia and social
network service is widely growing up. It causes tremendous
increase of data traffic with various IoT devices in
[18, 22]. This trend accelerates to emerge the converged
mobile technology and business with big data and artificial
intelligence technologies.

To cover this change of mobile convergence, the current
mobile technology should be reformed and improved
due to the available frequency band, the limitation of
antenna technology, cell coverage and so on. Now, many
organizations such as 5G Forum (Korea), ITU-R, 3GPP
(Europe), 5GPP (Europe), IMT-2020 (China), ARIB (Japan)
are trying to lead 5G mobile communication standard
which can solve the above problems. In Korea, the
government of Korea is preparing a pre-service of 5G
mobile communication system in Pyungchang Winter
Olympic of 2018 and has plan to make international
standard promptly. Figure 1 shows various organizations for
5G mobile communication standard.

IoT is an umbrella term includes the network of elec-
tronic devices like smart phones, wearable electronic
devices or connected appliances that are capable of com-
municating wirelessly with each other by [3]. From appli-
cability standpoint, these artificially intelligent networks
interact with respective physical environment; allowing IoT
to influence the present civilization from home automation
to security, health monitoring and managing the daily task.
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Fig. 1 The organizations for 5G mobile communication standard in the world

The growing applicability of IoT is hypothesized to reach
over 50 billion devices by 2020 in [9].

With the advancement, considerable amount of data
traffic is generated from IoT based devices, which are major
multimedia data. The enormous size of raw multimedia data
followed by its storage and transmission pushes the urge of
its compression using video compression technology.

As the demand on the ultra-high quality media in
mobile multimedia service extensively, the mobile service
providers are extending their service infra-structure to meet
consumer’s demand. In Korea, the subscribers on the long-
term-evolution (LTE) service are consuming the bandwidth
of 3.3GB at October 2014 [23]. Also as Global Mobile
Data Traffic Forecast by [8], The mobile traffic amount
will be expected up to 15.6 Exa Bytes (EB)/month at 2018,
from 1.5 EB/month in 2013. The current mobile multimedia
system provides the 720p HD (High Definition) or 1080p
full high definition (FHD) video service as high quality
service standards [4].

In 2014, a new technology for the ultra high definition
(UHD) video has been standardized for various industrial
applications such as home appliance, broadcasting service,
and mobile multimedia system by [28]. It is called as
the high efficiency video coding (HEVC) standard. Many
industries are studying how to support the real-time services
with the UHD (4K:3,840 × 2,160 and 8K:7,680 × 4,320)
video. The HEVC standard for the UHD video contents
basically supports from 4 to 8 times of resolution, more
bit depths (up to 12 bits), and various color formats. So
its amount of data has been dramatically increased over 96
times of FHD video in [28].

Compared to FHD video service, the UHD is an essential
part of the next generation realistic-media broadcasting
service. The high efficiency video coding (HEVC) standard

now provides the creation of the UHD video content and
define how to deliver it through networks even though the
emerging IoT applications. To deliver UHD video content
via mobile convergence network, the main problem is that
the existing delivery techniques are weak to support the
UHD video service because of the excessive fading of
channel, very high traffic, deficiency of frequency resource,
and variation of channel characteristics. To solve this
situation, various works have been conducted by [10, 11,
16, 19, 24–26, 29]. There are several methods for allocating
resource and scheduling them in mobile multimedia service
in [11, 26, 29]. On the other hand, some authors proposed
approaches based on the cross-layer optimization using
packet loss, to improve the QoS in mobile environment by
[10, 16, 19, 24, 25].

When delivering media data through network, an
important issue is how to protect the media data. It means
the communication system has to prevent the loss of
data. We can classify into three approaches in physical
layer: Video encoding/decoding part, channel coding in
transmission, and packet error concealment at receiver part.
For video encoding/decoding part, H.264/AVC [4] is being
employed to support various media service. If some packets
or frames are lost when delivering through network, it
causes error propagation to other frames (data packets)
where can be degraded significantly. Especially if the loss
occurs in important frame (or key frame), then it can
generate very serious quality degradation. Figure 2 shows an
example of error propagation as frame goes. For providing
the very high quality of video including audio signal, HEVC
standard by [28] becomes popular in UHD contents and
displays. However, there is no case study for the effect
of content delivery through networks. Therefore, we need
research on key frame protection in terms of the converged
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Fig. 2 Error propagation
between frames at decoder side
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5G network layer, to improve the QoS. This study is aimed
to suggest new method for protecting a key frame when
UHD contents are transmitted with very high data traffic.

This paper is organized as follows: Section 2 will
introduce the existing methods for key frame protection. In
Section 3, we analyze the issue of the previous approaches
and propose an alternate approach. Finally, we will give a
concluding remark in Section 4.

2 Related works

2.1 Cross layer optimization approach

To achieve very high quality of video service, we can
categorize main approaches into the followings: real-time
video service optimization based on channel condition,
wireless resource allocation using video characteristics,
cross layer optimization of video service considering both
of video characteristics and channel condition in [26–29].
In general, video stream is transmitted by the unit of
IP packet and IP packets are delivered through Medium
Access Control (MAC) and Physical Layer (PL). In physical
layer, there are 15 Channel Quality Indicator (CQI) levels
according to modulation and target code rate (TCR). Also,
Modulation and Coding scheme (MCS) can be possible up
to 29 levels. In this structure, we select the MCS level based
on CQI level and the assigned Resource Block (RB). For
example, for 16 Quadrature Amplitude Modulation (QAM),
we have CQI = 9 and RB = 3. Then we can select 16 as
the MCS level, which is corresponding to 9 of the CQI. The
level of CQI is selected under condition of less than 10%
Block Error Rate (BLER). In physical layer, there is Hybrid
Automatic Repeat Request (HARQ) with MAC layer. At
this time, an efficient bit rate to provide to application layer
is a function of signal-to-noise ratio (SNR) and CQI as the
following:

B(SNR, CQI) = T BA(CQI)

tT BS × ηHARQ(SNR, CQI)
, (1)

where tT BA is the transmission period of Transport
Block Size (TBS), ηHARQ is the average number of re-
transmission of HARQ.

In application layer, one IP packet is composed of many
Transport Block (TB). Based on information of the CQI, we
can assign the number of TB. To guarantee QoS, the forward
error correction (FEC) is applied on each IP packet of unit of
Group of Pictures (GoP) as different video stream. We calla
Packet Loss Rate (PRL) as “residual PLR” after doing FEC.
Finally, we compute the bit rate by applying Reed-Solomon
(RS) coding. However, this structure has a critical problem
when LTE downlink system environment as:

1) when the SNR is given, it is very difficult to consider
all CQI level by adopting Equi-PSNR (Peak Signal-
to Noise Ratio) graphs which are from (Bit-rate, PLR)
planes.

2) In physical layer, for computing efficient bit rate, there
is no consideration of the number of e-transmission of
HARQ.

3) Also, this is not suitable for solving the problem of
optimization because this structure measures in actual,
not prediction of the video quality using the average
value of BLER.

To overcome this situation, there are several cross-
layer approaches by [1, 5, 17, 21]. In [21], Lung-Jen
et al. proposed a method using Dynamic Bandwidth
Measurement and Dynamic Queue Adaption. Figure 3
shows the overall structure of Wang’s method [21]. They
used the existing video coding scheme to make packets in
application layer and managed the bandwidth dynamically
in NAT layer. In MAC layer, they provided 4 AC queue
buffers to improve the congestion by access control of
channel. Khalek et al. [1] proposed a new algorithm
using Qos-to-QoE mapping and Unequal Error protection
(EUP). Usually, the change of video signal is slower than
that of channel, in physical and application layers. Thus
they suggested an approach to design the physical layer
to change its characteristics rapidly than that of video
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Fig. 3 A method by [21]

signal in application layer (Fig. 4). In [5], Moid et al.
developed a method using Channel Estimator. By channel
estimator, they controlled the buffer amount and adopted
time limitation to decode the lost packets as shown in Fig. 5.

From this approach, the consumed time for packet
processing is a little increased but, it achieved the
improvement of 5 dB in visual quality. Jassal et al. [17] have
proposed a new algorithm to improve the 3D-HEVC video
service quality in LTE network. It used ratio of packet loss
and average access number of user. Also they made a packet
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Fig. 5 Cross-layer Module (CLM) by [5]

priority-based and cross-layer structure, and provided a
quality-of-experience (QoE) to users. Like HEVC standard,
the basic processing unit of 3D-HEVC is NAL. This NAL
unit is classified into Video Coding Layer (VCL) NAL and
Non-Video Coding Layer (Non VCL). Except information
of slice and CTU, other parameters is sent via Non-VCL
NAL. Jassal et al. [17] analyzed the header information of
NAL units and gave priority scheme to improve the QoS in
LTE network.

S V C 

E n c o d e r 
N A L   U n i t 

P a c k e t i z a t i o n 

S e l e c t   T e m p o r a l   & 

Q u a l i t y   L a y e r s 

Q u a l i t y 

A s s e s s m e n t 

E s t i m a t e   U n e q u a l 

sleveLnoitcetorP

V i d e o 

R e c o n s t r u c t i o n 

lanoitulovnoC

C o d i n g 

M - Q A M 

M o d u l a t i o n 

M C S   s e l e c t i o n   w i t h 

U n e q u a l   E r r o r   P r o t e c t i o n 

A P P M A C P H Y 

C
h

an
n

e l

noissimsnarteR
C o n t r o l 

redocnECVSevitpadA

Q o S - t o - Q o E   M a p p i n g 

V i d e o - a w a r e   L i n k   A d a p t a t i o n 

T r a n s m i t t e r 

revieceR

V i d e o 

D i s p l a y 
E r r o r 

C o n c e a l m e n t 

S V C 

D e c o d e r 

R e t r a n s m i s s i o n 

R e q u e s t 

V i t e r b i 

D e c o d e r 

M - Q A M 

D e m o d u l a t i o n 
P l a y b a c k   b u f f e r 

Fig. 4 Cross-layer QoE video delivery system by [1]



212 Mobile Netw Appl (2019) 24:208–220

2.2 Priority-based data partitioning approach

In this subsection, we describe some schemes for partition-
ing the bitstream into segments according to its importance
in terms of transmission loss. If the loss occurs in trans-
mission, it causes serious error propagation of decoder side
from frame to frame. The quality of video is degraded sig-
nificantly. Especially, if motion vector, mode of macroblock
are lost, the decoded video is highly degraded at decoder
side because of the information loss. To cope with this
problem, data partitioning technology based on degree of
importance of the compressed bitstream, has been proposed
in video standards [13, 30]. In H.264/AVC, it was extended
to H.264/AVC bit stream from MPEG-4 Part2 (the existing
data segmentation scheme) by [30]. It can support to trans-
mit bit stream through various networks and is developed to
keep the coding efficiency and network adaptation.

Zhang et al. [32] proposed a H.264/AVC video trans-
mission system using the lost packet network. They made
new data partition structure based on Unequal loss pro-
tection (ULP). In this structure, RS, XOR parity code,
ULP, and partition A protection (PAP) are used to pro-
tect three types of loss. Through the experiments, they
proved to make higher PSNR with smaller PAP. In [20],

Ksentini et al. suggested a cross-layer approach based on
data partitioning scheme as shown Fig. 6. In this method,
they designed a scheme for making adaptable to chan-
nel characteristics, limitation of QoS resource, and content
characteristics. This method was implemented on IEEE
802.11 WLAN service with H.264/AVC video. In average
performance, packet loss and the delay of End-to-End were
minimized.

Go [12] developed SAVE (Systematic reAllocation
and prioritization of Video packets for Error-resilient
transmission). This approach make a difference in terms
of followings. First, packet re-assignment and priority
assignment are made after finishing encoding. So the
coding efficiency of encoding is not affected by SAVE
scheme. Secondly, this mechanism send the detailed packet-
based priority assignment rather than video frame and data
partition unit. Therefore, meta data of the encoded frame
can be assigned the priority of PAT (Program Association
Table), SEI (Supplemental Enhancement Information), P
frame header and others in MPEG-2 TS. The third thing
is that the SAVE is not dependant on the H.264/AVC
profile because it uses cross-information of the header of
the encoding frame and transmission protocol. In final, the
SAVE can give better recovery performance with smaller

Fig. 6 Cross-layer structure
based on data partitioning
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Fig. 7 Result of subjective quality test in SAVE algorithm

overhead rather than the previous methods although the size
of video enlarges.

Figure 7 shows a result of subjective video quality test
with SAVE algorithm. From the result, it achieved 137
ACR and 83 VFPS in total. Also more than a half of users
among all 33 users voted to “so so” or “good” quality of the
delivered video. As a result, the SAVE got a score of 2.74 in
MOS.

2.3 Error robustness encoding approaches

In the previous subsections, we described several
approaches in terms of network delivery, not video

encoding and decoding side. In this subsection, we would
like to introduce some algorithms to recover the error in
encoder/decoder side. To prevent the degradation of the
quality, the corrupted image can be recovered by using
the image patch with no error. This is called as “error
concealment.” However, we need to provide some useful
information in encoding process for keep enough good
quality, even though some errors occur in network delivery.
This approach is defined as “error-robustness encoding.”
There are some existing methods by [7]-[6].

Jian et al. [15] proposed a method to recover the
corrupted video data by using neighboring blocks and a co-
located block. Figure 8 shows the recovered result by the
suggested method. It gave a reliable result.

3 Proposed scheme

In this section, we describe a new scheme which is a
priority-based key frame protection method for improving
QoS of in 5G convergence network. In the existing methods,
they used frame unit or data partition unit to make a robust
transmission on packet errors. However to provide more
robustness and coding efficiency, the protection scheme
should reflect the relationship between frames. Also, it
should be suitable for ultra high quality video service using
the next generation video compression technique.

As the next generation video coding standard, the HEVC
is specialized for ultra high quality video such as UHD
contents by [28]. This also can provide various multimedia
service when comparing to H.264/AVC standard, in terms
of coding gain and network environment. The HEVC

Fig. 8 Result of subjective
quality in “Foreman” sequence:
a the original b the corrupted
frame, c temproal replacement
[2]: 26.16 dB, d JM (Joint video
team Model): 29.12 dB, and e a
result by [15]: 30.08 dB

(a) (b) (c)

(d) (e)
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Fig. 9 NAL unit structure

give a structure of NAL layer and Video Coding Layer
(VCL). VCL has the compressed MBs and various header
information. NAL layer provide adaptable information on
network transmission. In the standard, the combined form
of both is defined as NAL unit.

Figure 9 shows the structure of NAL unit in H.264/AVC
and HEVC. This NAL unit has 2 byte headers and Raw
Byte Sequence Payload (RBSP) where actual video data
is loaded. Table 1 describes kinds of NAL unit types and
their contents. When we decode the video data, header
information on meta data is very important. If this is lost, the
decoder cannot recover the lost part. So we should protect
this information strongly.

The suggested technique maintains the efficiency of
the video coder by taking into account the reallocation

and priority of video packets after the encoding, thereby
increasing the error resiliency in decoding by applying
the reallocation techniques in the packet unit. The priority
allocation for the subsequent image packet after the
coding process and the packet configuration for effective
transmission are achieved through the following two
courses: The first step identifies important video data to be
decoded based on the information recognition technology
using the header information of image encoding and transfer
protocols as illustrated in Fig. 10. Since it is unable to
provide error restoration transfer to all encoded image
data, since the available bandwidth is limited. Thus, it
is important to identify important image information of
codified image data to assign differentiated transmission
priorities. Depending on the suggested techniques, the

Table 1 NAL unit: types and contents

Type Meaning Class

0 Unspecified non-VLC

1,2 non-TSA, non-STASA trailing picture (reference and non-reference) VCL

3,4 Temporal sub-layer access (TSA) picture (reference and non-reference) VCL

5,6 Step-wise TSA (STSA) picture (reference and non-reference) VCL

7,8,9 Broken link access (BLA) picture (with DLP and TFD, with DLP only, and without LP) VCL

10,11 Instantaneous decoder refresh (IDR) picture (with and without DLP) VCL

12 Clean random access (CRA) picture VCL

13 Decodable leading picture (DLP) VCL

14 Tagged for discard (TFD) picture VCL

15-20 Reserved VCL

21-24 Reserved non-VCL

25 Video parameter set (VPS) non-VCL

26 Sequence parameter set (SPS) non-VCL

27 Picture parameter set (PPS) non-VCL

28 Access unit delimiter non-VCL

29 End of sequence non-VCL

30 End of bitstream non-VCL

31 Filter data non-VCL

32 SEI message non-VCL
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Fig. 10 Flow of image information as degree of importance

types of data identified are subdivided into the following
categories:

• Data (HDt−1) containing information to control image
streaming such as PAT and PMT, SEI of HEVC, MPD
of MPEG-DASH, etc.

• Data (HDt−2) containing information of encoded
images such as VPS, SPS, PPS, image frame headers,
etc.

• Video Frame Data. Image Frame Data is divided into
three classes according to importance.

– Frame image data containing complete scene
information excluding header (V Dt−1)

– P or B image data referenced by other scenes
to decode (V Dt−2)

– B frame data (V Dt−3) not referenced by other
scenes to be decoded

Since encoded images are sent to support the transport
protocol, specific information of encoded images is
included in the header information of the transmitted
image.Also, the type of current image frame can be
determined by reading the header information of the
encoded image. Therefore, you can identify important
image information by finding the header information of the
header information in the header of the Transport Protocol
< P (info) > and encoded video < E (info) >. For example,
to determine whether the MPEG-2 TS currently contains
the header information of the I TS, the Payload TS Start
indicator (PUSI) header information and stream field values
must be parsed beforehand. When a parsing value is set to
‘1’ and ‘video’, the specific header information in the image
frame indicates that the image is currently included in the
TS - TS packet : P (info). The NRI value in the HEVC NAL
header is then used to determine whether the present MPEG
packet contains the I, B (referenced), frame (referenced)
header. When NRI is set to ‘3’, it indicates that the current
MPEG packet contains the I header. When NRI is set to ‘0’
or ‘2’, the current MPEG packet indicates that there is a
reference B frame or non-referenced frame header : E (info).

Important information is also grouped into <Class>
in three domains, taking into account the importance of
dependencies between decoding and frames. First, the
header data (HDt−1), which contains information metadata
used to control image streaming, is high priority because
it presents a serious problem for each scene and program
channel in the image. For example, if the PAT and Program
Map tables (PMT), which contain information from a single
TS containing the information of a single transmission
stream, including the program number and the basic stream
list, are lost during transmission, the client can not identify
the channel information in the input image stream.

As a result, the image clients of the video data can
not be known if the metadata is lost during the transfer
of Streaming (MPD), i.e., HTTP (DASH), through HTTP
(DASH) [14]. The MPD contains the location of the image
data (i.e. URL).Second, the loss of encoding parameters
and image frame header data (HDt−2) has a significant
effect on the decoding of transmitted image data. Therefore,
a high priority is given to that metadata. For example, if
the sequential parameter set parameter Set and Parameter
parameter set in the image data is lost during transmission,
the client can not decode subsequent image data. As
a result, if the P header loses the transmission, the
subsequent image data is discarded from the decoder, even
though the subsequent image data is successfully passed
in [14].

Finally, when image encoding is performed based on
gan dependencies, the loss of image data, including the
complete information of the scene, is significantly degraded
because the image of the image is referred to for decoding
in other scenes. Thus, I frame image data (V Dt−1) has a
higher priority than referenced B (V Dt−2) and referenced
(V Dt−2 or V Dt−3) image data. By applying classification
as a combination of classes, P (info), and E (info), you
can identify sensitive image information in encoded images.
It is possible to apply to all standards based on frame
dependencies such as H.264/AVC, HEVC, and so on, since
the unclassified results are not limited to specific encoding
parameters and profiles.
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As a result, the encoded image can be expressed as
described in Eq. 2, considering the dependencies between
frames.

GOPj =
Tpkt∑

i=1

(HDt=1
(i) ||HDt=2

(i) ||V Dt=1
(i) ||V Dt=2

(i) ||V Dt=3
(i) ),

(2)

where GOPj is the j -th GOP of the recorded image, Tpkt is
the number of packets in the GOP, and i is the order of the
received packet in the GOP.

The second step is to systematically reassign video data
that has the same priority in neighboring locations within
dependency between frames. As illustrated in Figs. 11 and
12, each packet is placed in the adjacent position within the
dependency of the frame.

Figures 11a and 12a are codified into IPPB structures
with P structure, and Figs. 11b and 12b represent IBBB of
Random Access in the HEVC structure. Because the size
of the I-frame is typically larger than the IP packet unit,
many IP packets are used to transmit I-frame. Because IP
packets are minimal in the priority image transmission, all
IP packets used to transmit a single frame must share the
same transmission priority. Also, the same priority should
be given in order to transmit adjacent image data as often
as possible to the nearest IP packet. However, some of
the critical image information, as shown in Fig. 11, is
distributed according to the location of each frame (e.g., the
header of P and the B – frame).

As a result, critical network packets are reassigned to the
end of the I-frame, as per the following formula:

GOPj =
Tpkt∑

i=1

(HDt=1
(a) ||HDt=2

(a) ||V Dt=1
(a) )

+
Tf r∑

x=1

⎛

⎝
P x

pkt∑

b=1

(
HDt=1

(b) ||HDt=2
(b) ||V Dt=2

(b)

)

||
Bx

pkt∑

c=1

(
HDt=1

(c) ||HDt=2
(c) ||V Dt=3

(c)

)
⎞

⎠ , (3)

where Ipkt is total packets of the given I-frame, Tf r is the
number of inter frames in the GOP, Ppkt and Bpkt are the
total packet numbers of P-frame and B-frame respectively.
Also, a, b and c are orders of packets in I-, P- and B-
frames. Each frame is composed of two header data (HDt−1

and HDt−2) and the corresponding image data (V Dt−x),
since it (HDt−1) can be placed anywhere in the encoded
image.

Also, the re-assignment can be expressed as differently:

GOPj =
Ipkt∑

a=1

(
HDt=1

(a) ||HDt=2
(a) ||V Dt=1

(a)

)

+
⎛

⎜⎝
F

high
pkt∑

y=1

(
HDt=1

(y) ||HDt=2
(y)

)
+

F low
pkt∑

z=1

(
V Dt=2

(z) ||V Dt=3
(z)

)
,

(4)

(a)

(b)

Fig. 11 Packet structure (before re-assigning) a IPPB structure, b IBBB structure
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(a)

(b)

Fig. 12 Packet structure (after re-assigning) a IPPB structure, b IBBB structure

where F
high
pkt is total packet number including header data

(HDt−1 and HDt−2) of the referenced P-, B-frames, and
non-referenced frame. F low

pkt is total number of including

image data (V Dt−2 and V Dt−3) of P-frame, the referenced
B-frames, and non-referenced frame. y is an order of image
packet including metadata, and z is the order of packet of
image data.

The reallocated image data shall be transmitted over
the network according to the priority, and the transmit
priority of the image packet to the IP packet code DSCP
(Differentiated Services Code Point) of the IP packet shall
be indicated in the IP packet. Because the size of the
image frames is larger than the maximum transmission
unit (MTU) of the IP packet, many IP packets are used
for transmission. First it sends all high-priority images (m
packets) containing a single I-frame (m packet). In the
next, mid-priority is to transmit packets containing sensitive
image data for decoding, such as P-frame, the referenced B-
frames, and non-referenced frame, header data, and image
data for decoding, such as image control data.

Finally, packets containing low priority image data are
transmitted. The image receiving the image received (Video
Client) restores the original sequence of images sent for
decoding. The sequential sequence to restore the original
order is inserted into the video packet and used to identify
the sequence. Figure 13 shows the overall flow chart
of the proposed technique. The proposed technique has
a data partitioning structure that takes into account the

dependencies and importance of the GOP based picture
groups. The header data and image data for high-quality
images that contain metadata for high-quality images are
grouped according to the type of image and the encoded
packet is re-assigned according to the classification. To
realign the segmented data, the receiver (Video Client)
rearranges the packets in order to decode the images.

Since considering the dependencies of the images within
the picture group, the encoding efficiency of existing
compression techniques has also been maintained and
the error restoration efficiency was also factored into
the decoding of video packets to prepare for the loss
of the transmission. Thus, the proposed technique allows
for improved transmission overhead and data utilization,
improvement of objective quality, and subjective quality. In
addition, the re-assignment of the re-transmission packet for
the larger loss of packets can increase the effectiveness of
the resource in terms of network bandwidth. Thereby the
proposed scheme can improve the efficiency of the resource
use and preventing transmission losses for enhancing QoS.

4 Simulation

In this section, we explain the system configuration for
experiment. To evaluate the performance of the proposed
selective retransmission technique, x265 is used as HEVC
encoding system by FFMPEG library using [31]. Figure 14
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Fig. 13 Overall procedure of the proposed scheme

shows wireless streaming service for simulation. “Cross
Module” refers to the proposed technique in the system. For
wireless channel, adaptive white gaussian noise (AWGN)
is assumed. Also, for performance evaluation in phase
streaming services, we can employ test sequences with
1080i (1920 × 1080) resolution.

In terms of users, the PSNR and mean square error
(MSE) are employed to measure the service quality in
the decoder part. Also the delay performance evaluation
may be performed to determine the impact on the entire
network through the proposed techniques because of its
re-assignment procedure.

5 Conclusion and discussions

In this study, we proposed a QoS enhancement scheme
to prevent the loss of high-quality media streaming and
video transmissions from the converged 5G network. Based
on the layer of the network layer to transmit high-quality
media images and video compression images, a new

cross-layer approach was introduced to improve the quality
of service improvement by employing more efficient HEVC
than H.264/AVC video standard.

The proposed technique has a data partitioning structure
that takes into account the dependencies and importance
within a cross-layer based picture group. Also it categorizes
the priority of header data and image data, including
metadata for high-quality images, according to image
types. To realign the classified data, we re-configure
and re-assign the packet by organizing the sending part
and receiving part between the encoding and decoding
sides.

By re-assigning the video packet after encoding, the
efficiency of the video coder is maintained and the error
restoration error is increased. Therefore, it could be useful
for streaming services for high-quality multimedia content
on a wide variety of handsets, including the next-generation
multimedia content, which is available in the converged
5G network, because the proposed technique enables
to consider transmission overhead and data utilization,
objective quality, and subjective quality.

Fig. 14 Simulation Setup for
wireless video streaming service
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