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Abstract
Majority of the automatic speech recognition systems (ASR) are trained with neutral speech and the performance of these
systems are affected due to the presence of emotional content in the speech. The recognition of these emotions in human
speech is considered to be the crucial aspect of human-machine interaction. The combined spectral and differenced prosody
features are considered for the task of the emotion recognition in the first stage. The task of emotion recognition does not
serve the sole purpose of improvement in the performance of an ASR system. Based on the recognized emotions from the
input speech, the corresponding adapted emotive ASR model is selected for the evaluation in the second stage. This adapted
emotive ASRmodel is built using the existing neutral and synthetically generated emotive speech using prosodymodification
method. In this work, the importance of emotion recognition block at the front-end along with the emotive speech adaptation
to the ASR system models were studied. The speech samples from IIIT-H Telugu speech corpus were considered for building
the large vocabulary ASR systems. The emotional speech samples from IITKGP-SESC Telugu corpus were used for the
evaluation. The adapted emotive speech models have yielded better performance over the existing neutral speech models.

Keywords ASR · Emotion recognition · Emotive speech

1 Introduction

Human speech is considered to be the natural form of
communication in the field of human-machine interactions.
The human speech provides the various additional infor-
mation about the speaker such as gender, accent, health,
age, emotional state etc apart from the linguistic content.
ASR system performance can be boosted up by considering
this additional information provided by the speech signal.
A mismatch in the training and testing (evaluating) condi-
tions is observed in the majority of the real-life applications
which affects the ASR system performance. The physical
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state of the speaker, context, dialect, speaking style and
vocal effort are the intrinsic (speaker related) properties of
the human speech responsible for the mismatch. The other
non-speaker related (extrinsic) properties such as channel
variations, background noise, recording environments etc
also contribute to the mismatch in the training and testing
conditions.

The emotional state of the speaker is one of the
speaker related issues responsible for the degradation of
ASR system performance. The emotions in human speech
convey the paralinguistic information which reflects the
changes in the physical and mental state of the speaker.
These emotional states of the speaker provide the valuable
feedback information in the human communication. These
emotions contribute to the changes in the physiological
aspects of respiration and the articulation of speech.
These physiological changes are manifested in the prosody
parameters such as pitch, duration and energy [1, 2]. In
the recent years, there has been a growing interest towards
the speech interfaces which handle the emotions in the
user’s voice [3]. So, recognizing the emotions from the
human speech is considered to be the emerging research
area in several speech interfaces. The performance of the
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emotion recognition systems is purely dependent on the
differences between the training and testing scenarios. The
classification performance is affected due to the speaker
variations, dialects and small differences in the background
noise. Hence the design of generalized and robust emotion
classifiers are the challenges in the field of affective
computing [4]. Different approaches were proposed to
improve the robustness of the emotion classifiers namely:
feature selection approach [5], the collection of natural
databases [6, 7] and speaker normalization approach [8–10].
The model level adaptation [11, 12] is an effective approach
in which the classifiers are modified in such a way that
the gap between the training and testing conditions is
reduced. A supervised domain adaptation approach [13] was
proposed to address the classification problem by using a
multi-corpus framework.

The major focus of the speech researchers was towards the
recognition of emotions being expressed from the
speech [14–16]. It solves only half of the problem in the
human-machine interaction. The other half is about the
ASR problem i.e. recognizing the verbal content of the
spoken human speech [17]. The emotion factors of pitch,
stress and pauses present in the human speech have a strong
impact on the recognition performance [18]. The pres-
ence of different emotions of happiness, anger, frustration,
impatience and grief in human speech are always mislea-
ding. The significant changes in the speech parameters are
responsible for the degradation of the ASR performance.
Exploring different techniques to improve the performance
of ASR has become a hot research topic [19, 20].

There were different methods proposed in the literature to
reduce the speaker dependency. The first method proposed
was by estimating the warping factors of the utterances
by performing the feature normalization. These methods
were referred as vocal tract normalization (VTLN) methods
[21, 22]. The next method proposed was adapting the acous-
tic models to the features of each utterance. This method
was referred as maximum likelihood linear regression
(MLLR) which has been used in the recent ASR systems
[23]. The third method focuses on computing the features
that are independent of these speaker characteristics.

In this work, the improvement of the degraded ASR
system performance is shown at two stages. In the first
stage emotion recognition is performed to recognize the
emotion from the human speech. Differenced prosody
features are considered for the task of emotion recognition.
The recognized emotions from the human speech are passed
on to the next stage. The adapted emotive ASR system
is selected based on the detected emotions from the first
stage. The ASR adaptation to the specific emotions is
carried out by including the corresponding emotive speech
along with the existing neutral speech. This emotive speech
is generated from the existing neutral speech using the

emotion conversion method proposed in [24, 25]. This
emotion conversion is done by performing the prosody
modification on the neutral speech which involves the
process of altering the pitch contour and durations of the
sound units without introducing the spectral and temporal
distortions in human speech [26]. The influence of different
emotions on various prosody parameters have been studied
to perform prosody modification [27–30].

An analysis study is done in [24, 25] to capture
the relative changes in these prosody parameters at
much finer levels. These relative changes in the prosody
components are reported as prosody modification factors.
The emotive version of the input neutral speech is
generated by considering the prosody modification factors
at non-uniform level. The non-uniformity is addressed by
considering the position of word segments occurring in a
sentence (i.e. starting, middle and end segments). This work
focuses on performing the automatic prosody modification
on the detected emotions. The generated emotive version
speech is used at the training phase of the ASR systems.
An effort was put towards the collection of speech database
for building a large vocabulary speech recognition system
for the Telugu language which was named as IIIT-H Telugu
corpus [31]. This Telugu corpus is used in our study for the
purpose of building a neutral speech trained ASR system
and IITKGP-SESC emotional speech corpus [32] is used for
testing the ASR system.

The details of the database and the ASR system overview
is explained in detail in Section 2. The proposed approach
for the improvement in the performance of ASR systems
is discussed in Section 3. The results obtained from this
approach is discussed in detail in Section 4. Section 5
concludes the paper with information on the future scope of
presented work.

2 Experimental Setup for ASR system

This section provides the details of the Telugu speech corpus
and the baseline performance.

2.1 Telugu speech corpus

In this work, two databases were considered for the training
and evaluation of ASR systems. IIIT-H Telugu speech
corpus is used for the training of the ASR system and
IITKGP-SESC is used for the evaluation purpose. This
IIIT-H Telugu neutral speech corpus and the text corpus
design have resulted from the joint efforts of Speech
Processing Lab at IIIT-Hyderabad, India. IIIT-H Telugu
speech corpus consists of data from 92 speakers and
64,464 utterances in total. These speech samples were
collected in a noise-free recording studio with the help
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Fig. 1 System overview

of Zoom recorder. The duration of these speech samples
is 10 hours with a sampling frequency of 16 kHz. This
large vocabulary database consists of 25,700 unique Telugu
words. IITKGP-SESC consists of 1500 utterances for the
evaluation purpose. The recordings comprises of data 5
male and 5 female professional speakers. Each speaker has
spoken out 15 sentences in eight different emotions. The
basic emotion samples of anger, happy and compassion
along with neutral speech are considered for the evaluation.

2.2 ASR system overview

The ergodic HMMs are trained along side using the
Mel-frequency cepstral coefficients(MFCC) features and
the classification is done using the maximum likelihood
classification [33]. The forced alignment is performed for
the generation of state labels from the information provided
from the HMMs [34]. The DNN-HMM based experiments
are implemented using Kaldi toolkit [35]. The overview of
the ASR system is clearly shown in Fig. 1. This ASR system
includes DNN-HMM acoustic modeling. To perform this
model training, the processing of speech samples is done
to extract the MFCC and log Mel-filterbank (FilterBank)
features. For directly modeling the DNN should be trained

with input FilterBank features and the HMM states are the
learning target.

51 unique phones are considered for building the large
vocabulary Telugu speech corpus. These phones are mapped
on the 25,700 words to generate the word level models for
this large vocabulary telugu ASR. The training of the neutral
speech is done with the speech samples of 92 speakers for
building the word level HMM-GMM acoustic model. The
language model employed is a ARPA format trigram model
which is built from SRILM tool kit. The testing is performed
on emotional speech samples collected from 10 speakers of
IITKGP-SESC corpus. The ASR is evaluated on different
emotions of anger, happy and compassion.

The performance of the baseline ASR system is reported
in terms of word error rate (WER) in Table 1. The
results were reported for the 5-fold validation case. The
combinational results for the triphone GMM-HMM acoustic
models using linear discriminant analysis (LDA), maximum
likelihood transform (MLLT) and speaker adaptive training
were reported in Column 2 and 3 respectively. The
results for the DNN and sub-space gaussian mixture
models (SGMM) triphone acoustic models were reported in
Column 4 and 5 respectively. It is observed that the WER
is minimum for the case of acoustic model trained with
SGMM which is shown in Column 5.

Table 1 has reported the performance of ASR system
when evaluated on different emotions of neutral, anger,
happiness and compassion. A degradation in the ASR
system performance for the three emotions of anger,
happiness and compassion. WER is minimum for the case
of neutral emotion. The WER is less in the case of neutral
speech as the ASR is trained on neutral speech. More
degradation of ASR system performance is observed in the
case of emotion of happiness speech.

3 Proposed approach for the improvement
in the performance of ASR system

The proposed approach for the improvement in the perfor-
mance of ASR system is shown in Fig. 2. Improvement

Table 1 WER of the ASR system trained on neutral speech and tested on different emotions of anger, happiness and compassion. Column 2 and
3 shows the WER for the triphone GMM-HMM acoustic model trained along with (LDA+MLLT) and (LDA+ MLLT+SAT) respectively. The
WER for the triphone DNN-HMM model is shown in Column 4. Column 5 reports the WER for the SGMM trained models from the alignments
generated from the HMM states

Word Error Rate (%)

Emotion GMM-HMM Triphone (LDA+MLLT) GMM-HMM Triphone (LDA+MLLT+SAT) DNN-HMM SGMM

Neutral 29.49 15.38 10.68 10.68

Anger 44.44 34.62 25.64 22.51

Happy 42.31 35.04 27.35 24.79

Compassion 32.48 26.92 21.37 18.67
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Fig. 2 Two stage approach for the improvement of ASR systems

in the ASR system is shown by implementing a two stage
approach. In the first stage a emotion recognition block is
introduced to detect the unknown emotions from the input
speech. The information regarding the emotion recognition
block is explained in detail in Section 3.1. These recognized
emotions are passed to the next stage for the ASR model
selection. The details of the emotive speech adaptation
models are discussed in Section 3.2.

3.1 Emotion recognition

For the task of emotion recognition the combined features
of vocal tract, prosody and differenced prosody features
are considered. The combined MFCC and relative prosody
features have yielded a 75% recognition rate for the given
GMM-HMM classifier which has been discussed in the
results Section 4. The reason for not considering the source
features and the importance of excitation source, vocal
tract and prosody features for the context of emotions is
explained in detail in Sections 3.1.1 to 3.1.3.

3.1.1 Excitation source features

In the development of speech based emotion recognition
systems the important issue is regarding the extraction of
features that characterize the emotions. The classification
performance is purely dependent on the selection of the
suitable features of the human speech. Different speech
features are responsible in representing the speaker and
emotion information in highly overlapped manner. In
emotional speech analysis the features are mostly selected
on experimental basis. Hence the prosodic, vocal tract
system and excitation source features are considered for the
experimental study.

In order to extract the excitation source features, the infor-
mation regarding the excitation source signal is obtained by
suppressing vocal tract (VT) characteristics. The prediction
of the vocal tract information is done by considering the
linear prediction coefficients (LPCs) from the input speech.

The vocal tract information is suppressed and separated
by performing the inverse filter formulation. The resultant
signal is referred as linear prediction residual [36] which
contains the majority of excitation source information. The
features derived from the LP residual are known as excita-
tion source or sub-segmental or source features. The results
obtained from the previous studies [37, 38] on excitation
source features could not outperform the results of the well
established prosodic and spectral features. In this work the
prosodic and spectral features are considered for the task of
emotion recognition in stage 1.

3.1.2 Vocal tract features

In general the vocal tract system features are extracted for
a speech segment of length 20-30 ms. These vocal tract
characteristics are seen in the frequency domain analysis of
the input speech signal. The short time spectrum is obtained
by applying the Fourier transform on the speech frame.
This spectrum provides the information of the features like
spectral energy, formants and slope. The Fourier transform
on the log magnitude spectrum gives the cepstral domain
of the speech frames [39]. The features extracted from
this cepstral domain represent the vocal tract information.
For the case of emotional speech, the sequence of shapes
of vocal tract are responsible for producing the different
sound units. MFCCs, linear prediction cepstral coefficients
(LPCCs) are the well known spectral features used in
the literature [14]. Generally, these spectral features are
considered as the better correlates of the rate of change
in the articulatory movements and the varying shapes of
the vocal tract [40]. Block processing approach is used to
extract the spectral features of the speech signal. The speech
signal processed using frame by frame analysis where the
frame size is 20 ms and the frame shift is 10 ms. In real-time,
the emotional speech information is of more prominence in
the syllabic regions (i.e consonants and vowels) or in the
emotion salient regions (i.e words). This emotion specific
speech information is purely dependent on the pattern of the
emotion expressions. The changes due to the emotions are
clearly observed in the much finer spectral variations. In this
work MFCC spectral features are considered for the task of
emotion recognition.

3.1.3 Prosody features

Duration, intonation and intensity patterns are the sequence
of sound units imposed by human beings during the speech
production. The natural communication through human
speech is only possible through proper incorporation of
the prosody constraints such as intonation, duration and
intensity. Prosody deals with the larger units of speech such
as syllables, words and sentences known as suprasegmental
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Table 2 Emotion recognition results achieved on IITKGP-SESC dataset for the baseline feature sets on GMM-HMM and SVM classifier with
“leave-one-speaker-out” cross validation with the combined proposed MFCC and differenced prosody features

Features Excitation source MFCC Prosody Differenced prosody Combined MFCC and differenced prosody

Recognition (%) 52.37% 55.62% 62.22% 65.38% 75.28%

information. The patterns of the intonation(F0), duration
and energy are very useful in the acoustic representation
of the prosody. These prosody components represent the
speech perceptual properties [27]. All the previous studies
have stated that the pitch, energy, duration and their
derivatives are the components used as the higher acoustic
correlates of emotions [41–43]. Recently differenced
prosody features [44] have been explored for the task of
emotion recognition which has shown better performance
when compared to the conventional prosody features. The
differenced prosody features are considered for the reason
that the influence of the natural variations in different
emotions is reduced in it. The procedure to extract the
differenced prosody features is explained in detail in
[44]. The prosody and differenced prosody features are
considered for the task.

Speech samples from each speaker is collected in
10 different sessions. Four different emotions of anger,
happiness, neutral and compassion are considered for the
task of emotion recognition. A total of 6,000 utterances
were considered for the experimentation. Results were
reported on the leave one speaker out (LOSO) basis where
a 10-fold cross validation is done.

39-dimensional MFCC features were used for the GMM-
HMM classifier in this emotion recognition task. For the
prosody features 11-dimensional feature vectors (i.e. maxi-
mum, mean and standard deviation for each of the pitch,
strength of excitation (SoE) and energy along with average
and duration ratio) are considered on the SVM classifier.
The relative prosody features also have the same feature
dimensions of the prosody features but the relative diffe-
rence of the prosody features of the emotion speech with neu-
tral speech is considered with the same SVM classifier. The
emotion recognition results obtained using these MFCC,
prosody, relative prosody features is shown in Table 2.

From the Table 2 it is evident that the combined
MFCC and differenced prosody features have yielded better
performance. For the GMM-HMM classifier, the 32 mixture
model is used for a iteration count of around 75. In the
case of SVM classifier, linear kernel is considered for the
emotion recognition.

3.2 Emotive speech adaptation

After performing the task of emotion recognition at stage
1 the emotions in the speech samples are used for the

selection of ASR models which are adapted to the specific
emotions. During the adaptation, ASR models are trained
with emotive speech obtained from neutral speech using
prosody modification. The prosody modification involves
the process of altering the pitch contour and durations of the
sound units without introducing the spectral and temporal
distortions in human speech [26].

Prosody components such as pitch, energy, duration
and their derivatives are the higher acoustic correlates
of emotions. So,the expressed human emotions can be
captured through prosodic parameters. There are four
different levels of manifestation that the prosody can be
defined at linguistic, articulatory, acoustic and perceptual
levels [45]. Prosody at linguistic level refers to the
semantic emphasis on an element or relating the different
linguistic elements. At articulatory level, it refers to series
of articulatory movements which include the variations
in their amplitudes and air pressure. The energy from
the muscle movement from the respiratory lungs along
with the vocal tract system is responsible for generation
of the acoustic waves. Prosody at acoustic level means

Fig. 3 Steps to perform prosody modification
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Table 3 Non-uniform male
prosody modification factors Modification factors Starting words Middle words Ending words

of a sentence of a sentence of a sentence

Anger modification factors

Pitch 0.86 0.93 0.94

Duration 1.38 1.19 1.21

Energy 1.08 0.96 1.15

Happy modification factors

Pitch 0.61 0.55 0.51

Duration 0.86 0.94 0.97

Energy 1.3 1.3 1.07

Compassion modification factors

Pitch 0.72 0.65 0.54

Duration 0.90 1.04 1.1

Energy 1.4 1.1 0.75

the analysis of acoustic components of fundamental
frequency(F0), duration, energy and intensity. At the
perception level, prosody means the subjective evaluation
or experience of the listener which include pauses, melody
of the speech. The main reason for considering only the
acoustic properties of the human speech is as it becomes
difficult in analyzing prosody through speech production
or perception mechanism. The procedure to perform the
prosody modification is shown in Fig. 3.

The prosody modification approach proposed in [46] has
been used and the steps involved to perform the emotion
conversion is followed. In the first step from the neutral
speech, segmentation of the entire utterance is done by
detecting the voiced segments using ZFF based method
[47, 48] from the epoch locations. The regions between
the two consecutive pauses or silence is considered to be a
acoustic word. Segmentation is done in such a way that there
exists a minimum of one acoustic word in every starting,

middle and end regions of the utterance. The utterances
which do not have at least one acoustic word in any of the
regions are neglected for the task of prosody modification.

A suprasegmental analysis is introduced to perform the
emotion conversion. The neutral utterance is divided into
three supra-segments as starting, middle and ending words.
An analysis study is done on the neutral speech with respect
to the emotive speech to estimate the prosodic changes of
pitch and duration. The relative changes in these prosody
parameters are studied at gross and finer levels. These
relative changes in the prosody parameters of pitch, duration
and energy are reported as prosody modification factors.
middle and end regions of words. The pitch,duration and
energy parameters of the emotional sentence is modified
by the specific modification factors which are mentioned
in Tables 3 and 4. The male prosody modification factors
are reported in Table 3 and the female prosody modification
factors in Table 4. The expression required to convert the

Table 4 Non-uniform prosody
female modification factors Modification factors Starting words Middle words Ending words

of a sentence of a sentence of a sentence

Anger modification factors

Pitch 0.81 0.83 0.88

Duration 1.36 1.26 1.45

Energy 1.05 0.95 0.94

Happy modification factors

Pitch 0.89 0.87 0.89

Duration 1.01 0.90 1.18

Energy 0.98 0.95 0.99

Compassion modification factors

Pitch 1.15 1.06 0.98

Duration 0.91 1.04 1.33

Energy 1.03 1.04 1.06
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Table 5 WER of the ASR system trained on neutral speech and tested on different emotions of anger, happiness and compassion. Column 2 shows
the WER for the Baseline ASR system. The WER of ASR system when only the selection of adapted emotive ASR models is done based on the
prior known information of the emotional speech is shown in Column 3. Column 4 reports the WER for the ASR system which has both emotion
recognition and adapted emotive speech ASR models

Word Error Rate (%)

Emotion Baseline without Adapted Emotive ASR from prior emotion information Proposed approach

Neutral 10.68 10.68 10.68

Anger 22.51 17.09 18.98

Happy 24.79 13.25 15.13

Compassion 18.67 15.17 16.08

prosody parameters of neutral speech to emotive speech is
given as below,

Prosody(emotive) =Prosody(neutral) ∗ Modif icationFactor (1)

These modification factor values for the corresponding
male and female are picked and applied to generate the
neutral version speech from the given emotional speech. All
the prosody modified speech segments are concatenated and
synthesized to form the neutral speech. The output prosody
modified speech generated from the stage 2 is passed to the
existing ASR system for testing purpose.

4 Results

In this section the results obtained at the stage 1 and stage
2 are discussed in detail. The emotion recognition results
obtained at stage 1 is discussed in Table 2. The speech
samples from IITKGP-SESC emotion corpus are considered
for the evaluation.

4.1 Performance of ASR system on the proposed
approach

The WER obtained on the ASR system after performing
the emotion recognition and adapted ASR model selection
at stage 1 and stage 2 is shown in Table 5. The baseline
results shown in column 2 of Table 5 indicate the WER

Fig. 4 ASR system in the absence of emotion recognition and emotive
speech adapted ASR models

obtained on the ASR system without performing the
emotion recognition task. The outline of this approach is
shown in Fig. 4. The results shown in the Table 5 clearly
indicate the degradation of the ASR system performance in
the presence of emotions.

Column 3 of Table 5 indicates the the WER of the ASR
system obtained when the selection of the adapted emotive
ASR is done from the prior knowledge of the emotional
speech. An improvement in the ASR performance is clearly
visible in column 3 when compared to results in column 2.
In real-time there is no provision in identifying the specific
emotions from the content of the emotional speech directly.
Hence a proper emotion recognition block is required to be
implemented before the selection of adapted emotive ASR
systems. Results obtained from Table 2 clearly shows an
75% recognition rate for all the emotions. The recognized
emotions are passed to the next level in which the selection
of the adapted ASR models is done automatically from the
information of the emotion recognition block. The outline
of this approach is shown in Fig. 5.

From Table 5, the best performance was observed for
the case when the emotion information is priorly known
and the prosody modification factors picked based on the
prior information. In real-time emotional speech processing
applications, the emotion recognition block alongside the
selection of adapted Emotive ASR models have yielded
better results. The best performance was observed for the
case of happy emotion when compared to other emotions.

These experiments were carried out initially at the testing
phase of the ASR systems in which no better improvement

Fig. 5 ASR system when the specific emotive information is priorly
known with the emotive speech adapted ASR models
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was seen. The reason is that there is no proper control
over the testing environments since there would be a lot
of mismatch environments responsible for the degradation.
Hence the proposed approach adaptation of these emotional
speech models is done at the training phase in which the
ASR systems are most robust to these emotional mismatch
environments.

5 Conclusion

In this work the performance of Telugu ASR system is
investigated in different emotive conditions. A significant
degradation in the ASR system performance was observed
in the presence of emotional speech. The performance was
improved by adapting the emotional speech models to the
existing ASR system. In practice, the prior information
regarding the emotion specific state in the human speech is
unknown to the select the required emotive specific ASR
models. This problem is addressed by incorporating an
emotion recognition block as a front-end to the ASR system.
Based on the emotions recognized from the front-end, the
selection of the corresponding adapted emotive ASR model
was done. The front-end emotion recognition block was
implemented with the combined differenced prosodic and
vocal tract features. The importance of emotion recognition
block at the front-end and adaptation of ASR system
towards different emotions was observed in this work.
Better feature representation for emotion recognition and
different emotion adaptation strategies can be explored in
the future work to improve the robustness of ASR system.
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