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Abstract
Wireless Sensor Networks (WSNs) consist of miniature sensor nodes, capable to operate and capture events in human-
inaccessible terrains. The data packets generated by these networks may either be continuous, event-based or query-driven,
and are application-specific in nature. These packets need to be transmitted in an energy-efficient manner to the base
station. In these networks, congestion occurs when the incoming traffic load exceeds the available capacity of the network.
There are various factors that lead to congestion in WSNs such as buffer overflow, varying rates of transmission, many-to-
one communication paradigm, channel contention and the dynamic nature of a transmission channel. Congestion leads to
depletion of the nodes energy, deterioration of network performance and an increase in network latency and packet loss. As a
result, energy-efficient congestion control protocols need to be designed to detect, notify and control congestion effectively.
Furthermore, these protocols need to ensure a reliable delivery of data in resource-constrained WSNs. In this paper, we
present a review of the latest state-of-the-art congestion control protocols. Depending on their inherent nature of control
mechanism, these protocols are classified into three categories, i.e., traffic-based, resource-based and hybrid. Traffic-based
protocols are further subdivided, based on their hop-by-hop or end-to-end delivery modes. Resource-based control protocols
are further analyzed, based on their route establishment approach and efficient bandwidth utilization techniques. We also
discuss the internal operational mechanism of these protocols for congestion alleviation. Finally, we provide a comprehensive
analysis of these protocols in terms of various performance metrics to justify in which scenario a particular class of these
protocols needs to be deployed. Based on the performance analysis, we conclude that the behaviour of each class of protocols
varies with the type of deployed application and a single metric alone cannot precisely detect congestion of the network.
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1 Introduction

Wireless Sensor Network (WSN) is a collection of nodes
capable of sensing, processing and communication in an
autonomous manner. These tiny sensor nodes interconnect
with each other in an ad hoc fashion to sense and monitor the
phenomena of interest. Each node uses a short-range trans-
mitter to route the data packets via intermediate nodes to-
wards a sink node, also known as base station. These minia-
ture sensor nodes are typically deployed in hazardous and
human-inaccessible terrains to sense and monitor various
applications [10]. These applications include but are not lim-
ited to seismic sensing, habitat monitoring, healthcare, intel-
ligent transportation, home automation, industrial automa-
tion, agricultural monitoring and target tracking [39].

In WSNs, the data flow from a source node to the
sink is application-specific in nature and may either be

Mobile Networks and Applications (2018) 23:456–46

Published online: 30 January 2018

8

http://crossmark.crossref.org/dialog/?doi=10.1007/s11036-018-1018-y&domain=pdf
http://orcid.org/0000-0002-5298-1328
mailto:alam@ua.pt
mailto:mianjan@awkum.edu.pk
mailto:roohullahsyed@awkum.edu.pk
mailto:a.adnan@siswa.um.edu.my
mailto:izaz@awkum.edu.pk


periodic or continuous in nature [34]. In these networks,
the data flows from sensor nodes toward the base station,
i.e., upstream nodes, in a many-to-one fashion. The flow
of packets in an upstream fashion may overload both the
channel and nodes, and may exceed their handling capacity.
An irregular upstream traffic may result in an increased
delay, packet loss, energy utilization and an increase in
the number of retransmission attempts. As a result, the
performance of the underlying network deteriorates which
adversely affect the reliability of any monitored application.
Apart from these factors, WSNs have scarcity of various
resources such as processing power, available memory,
battery power and network bandwidth. The scarcity of
resources, the overloading of nodes and the presence of
error-prone communication links coupled with irregular
upstream traffic flows, lead to an increased retransmission
attempts. These factors ultimately lead to congestion
in the network. Congestion arises when the number of
transmitted packets exceeds the packet handling capacity
of a particular node [2, 40]. This significantly decreases
the performance of the network which results in higher
data losses at the node level. In a multi-hop environment,
the intermediate nodes suffer from resource exhaustion
due to an unfair traffic distribution which is routed
towards the base station via them. These nodes consume
a considerable amount of resources as compared to the
source nodes. As a result, energy-efficient congestion
control protocols need to be designed that effectively
alleviate congestion, ensure fairness and reliability of the
network.

In WSNs, congestion can be controlled mainly via two
different mechanisms, i.e., traffic-based and resource-based.
Besides the researcher are using hybrid approaches as
well by incorporating the distinguishing features of these
two mechanisms. In a traffic-based congestion control
mechanism, the data rate of incoming flows from the down-
stream nodes is adjusted against the forwarding capacity of
the upstream node(s). Resource-based mechanism, on the
other hand, exploits the idle network resources to balance
the traffic load whenever congestion arises. The feasibil-
ity of these mechanisms may vary from one application
to another. For example, traffic-based congestion control
mechanism is feasible in situations when the transient over-
load occurs [30, 44]. Various protocols under this category
reduce the effect of congestion by adjusting the data rate of
incoming flows. However, these protocols result in packet
drop and are not feasible for real-time applications. The
resource-based mechanisms are useful to increase the net-
work capacity by exploiting the unused resources in order
to avoid congestion [12]. Various protocols under this cate-
gory achieve a much higher data rate without compromising
the network lifetime. The main contributions of this paper
are as follow.

1. The latest protocols from literature are considered
for this survey, mostly beyond 2013. The existing
surveys consider protocols until 2013. The spectrum
of our research confined mainly to congestion control
protocols. Furthermore, we classify these protocols
according to their routing modes and provide a detailed
operational mechanism.

2. We design a trade-off mechanism to decide which con-
gestion control mechanism is optimal and applicable
in a particular scenario. To back-up this contribution,
we analyze these control mechanisms in terms of var-
ious performance metrics such as energy efficiency,
throughput and end-to-end delay. Based on our analy-
sis, we conclude that a single parameter alone cannot
predict congestion precisely in the network.

The rest of this paper is organized as follows. In
Section 2, we discuss various causes of congestion, followed
by congestion avoidance techniques in Section 3. In
Section 4, we examine and classify various congestion
control protocols based on their nature of operation.
In Section 5, we have presented the design trade-off
among these protocols in terms of various performance
metrics. Finally, the paper is concluded and future research
directions are provided in Section 6.

2 Causes of congestion

WSNs support diverse range of applications that are broadly
classified into two types, i.e., monitoring and tracking [13].
The upstream data generated by these applications may
either be event-driven, continuous, query-driven or hybrid
[3]. In event-driven applications, the traffic load is relatively
low and is activated only upon the occurrence of an event.
As a result, congestion occurs in these applications because
all the nearby nodes generate data simultaneously. In
continuous sensing applications, data is sensed and trans-
mitted continuously to the base station. In these applica-
tions, the network remain busy all the time in sensing, which
results in congestion. In query-driven applications, the net-
work is centrally controlled by the base station. In such
applications, the data is generated as a result of a query
broadcasted to the nodes by the base station. Hybrid applica-
tions, on the other hand, supports bulk and continuous data
flows at the same time. These applications suffer from con-
gestion due to varying data rates maintained by these flows.

Irrespective of the underlying application, the type of
flow plays a pivotal role in monitoring the network con-
gestion. There are various types of data flows such as, one
packet, block of packets and stream of packets. Depend-
ing on the data flows, we require a light, medium or
tight level of congestion control mechanisms. Whenever the
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nodes transmit the data packets simultaneously, these pack-
ets pass through various intermediate nodes. The flooding
of these packets results in congestion, which reduces the
reliability, network performance, throughput and energy. In
WSNs, it is relatively difficult to find the exact locations
of congestion occurrence. This is due to the topological
changes, variation in the report rate, and variation in the
quality of radio channel with respect to time [18]. The
aforementioned factors may convert uncongested regions
within a network to congested regions [16]. The area around
these regions may become a hotspot and there is a pos-
sibility of either buffer overflow or link interference. In
these networks, there are mainly two types of conges-
tion, i.e., node-based congestion [15, 36] and link-based
congestion [7, 37].

3 Congestion avoidance techniques

Congestion in WSN can be avoided using three differ-
ent techniques, i.e., congestion detection, congestion noti-
fication and congestion control [44]. Congestion can be
detected using various parameters such as, queue length [38,
42], delay [14, 27], packet loss [23], packet service time
[33], the ratio between service time and packet inter-arrival
time and, channel load [41]. After successful detection of
congestion, the next stage is congestion notification. In con-
gestion notification, various methods are used for notifying
congestion across the network. In WSNs, congestion maybe
notified either implicitly or explicitly by the congested node
across the network. In congestion control, various strate-
gies and techniques are used to control congestion. In this
survey, we focus mainly on congestion control protocols
and algorithms. Unlike the existing surveys [18, 36, 40], we
considered the latest novel contributions from literature for
our work.

4 Classification of congestion control
protocols

The choice of applying a congestion control method is
application-specific in nature. Each application has its
own requirements for data transfer. Thus, applying the
same congestion control method to multiple applications
is not appropriate and will have drastic consequences on
the throughput and network lifetime of the underlying
application. For example, in event-based applications,
phase shifting techniques produce much better outcome in
comparison to traffic-based congestion control methods, at
the source node. This is because, the number of messages
per event are relatively low [15]. Contrary to event-based
applications, in continuous-based real-time applications,
the data packets are sensed continuously and are time-
bounded to reach their destination. Thus, resource-control
methods serve a better choice as compared to traffic-based
congestion control methods. In this section, we present
a detailed survey of the latest state-of-the-art congestion
control protocols in WSNs. We classify these protocols as
either traffic-based, resource-based or hybrid. In case of
traffic-based protocols, we further classify them based on
their hop-by-hop and end-to-end communication paradigm.
In case of resource-based protocols, we use the available
bandwidth and idle resource exploitation of the network,
as the classifying parameters. Hybrid congestion control
protocols, on the other hand, consider the distinguishing
features of traffic-based and resource-based protocols for
network operation. The classification of various congestion
control protocols is shown in Fig. 1.

4.1 Traffic-based congestion control protocols

In traffic-based congestion control methods, congestion is
controlled by throttling the traffic rate at which the incoming

Fig. 1 Classification of
congestion control protocols
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packets are transmitted towards the destination. The traffic
rate is adjusted based on the state of congestion. Traffic-
based congestion control methods are further subdivided
into two categories, which are hop-by-hop and end-to-end.
In hop-by-hop traffic control, each relay node along the path
stores information related to a packet in its buffer. This
technique is energy-efficient as it conserves the energy of
a node due to a shorter retransmission distance. Moreover,
this technique reduces the required buffer size significantly
under high feedback delays [12]. Each intermediate node
monitors the overflow of its buffer. Thus, congestion is de-
tected quickly and easily as compared to end-to-end mech-
anism. Whenever congestion occurs, all the intermediate
nodes from source to destination are informed to take appro-
priate action. In an end-to-end packet recovery, each source
node stores the packet information and is responsible for
retransmission in case of packet loss. Congestion is signaled
whenever there is a timeout or redundant acknowledgement
messages are received by the end node (base station). The
choice of a particular technique, i.e., hop-by-hop or end-
to-end, depends on the reliability, and time-sensitivity of
an underlying application. Traffic-based congestion control
mechanisms have their own advantages such as, congestion
control strategy, is applied to the congested nodes. Thus,
congestion is quickly and easily controlled. In this subsec-
tion, we consider various traffic-based congestion control
protocols which alleviate congestion using either a hop-by-
hop or end-to-end approach. A summary of these protocols
is provided in Table 1.

A priority rate-based routing protocol (PRRP) was pro-
posed for Multimedia WSNs in [35]. PRRP deploys a
hop-by-hop approach for congestion control. There are three
phases of the PRRP protocol, i.e., congestion detection, con-
gestion notification and rate adaptation. In congestion detec-
tion phase, the PRRP protocol uses buffer occupancy. It
uses minimum and maximum threshold values to calculate
the level of congestion at each node. There are three possi-
ble scenarios. If the queue length is less than the minimum
threshold, then there is no congestion and the data rate is
maintained. If the queue length is higher than the maximum
threshold, the child nodes need to decrease their data rates to
avoid congestion and packet loss. If the queue length is in-
between the maximum and minimum thresholds, the actual
congestion level is calculated and the data rate is adjusted,
accordingly. The drawback of PRRP protocol is that it does
not select an optimal route from source node to the sink. In
[19], a congestion control protocol (CCP) was proposed for
congestion alleviation in heterogeneous WSNs. The CCP
protocol operates in three phases, which are congestion
detection, congestion notification and congestion control.
In CCP, congestion is detected via a hop-by-hop approach
in order to calculate congestion degree indicator (CDI) at
the node level by using buffer-free occupancy (BFO), queue

length and packet transmission time. Once congestion is
detected, it is notified using a congestion control acknowl-
edgement, i.e., CDI, by the congested node(s). Finally,
during the third phase, congestion control occurs. The dis-
advantage of CCP is that it consumes too much energy
during heavy traffic. In [1], a wireless multimedia conges-
tion control protocol (WCCP) was proposed for alleviating
congestion in multimedia WSNs. WCCP is a combination
of two protocols, i.e., Source Congestion Avoidance Pro-
tocol (SCAP) and Receiver Congestion Control Protocol
(RCCP). SCAP is used at the source nodes, whereas, RCCP
is used at the relay nodes. WCCP considers the features
of frames within the multimedia packets at transport layer.
WCCP operates in two stages. During the first stage, SCAP
uses group of picture (GOP) size for congestion detection
and avoids it by adjusting the sending rate and the distribu-
tion of the outgoing packets from the source nodes. During
the second stage, RCCP inspects and uses queue length of
relay nodes for congestion detection. Once congestion is
detected, SCAP protocol at the source node is informed.
WCCP consumes a considerable amount of resources due
to higher energy consumption. A weighted fairness conges-
tion control protocol (WFCC) was proposed in [21]. WFCC
introduces node weight to reflect the importance of each
node. It is based on the assumption that the data gener-
ated at each node varies significantly due to the difference
in the value of their importance. In WFCC, congestion is
detected using the ratio of average packet service time to
average packet inter-arrival time. WFCC controls conges-
tion by modifying the incoming rate at regular intervals.
WFCC incurs excessive overhead caused by the feedback at
each interval.

Congestion control based on reliable transmission (CCRT)
was proposed in [15]. It uses a priority-based congestion
control mechanism for reliable transmission of critical
information. Each node has different priority queues, such
as high, median and low. Different types of data are clas-
sified based on predefined priority criteria. Queues at the
node level are maintained based on first-come-first-serve
basis. CCRT detects congestion based on the queue length
and queue variation rate. A positive queue variation rate
indicates that congestion may occur at the next time interval
and a negative variation rate indicates that congestion is
mitigated. If the queue variation rate is higher than a thresh-
old value, it means that there is a probability of congestion.
As a result, a normal rate adjustment needs to be applied.
However, if the queue length is continuously increasing at
a much faster rate, it means that there is a high probability
of congestion at the next moment. As a result, emergent
rate adjustment needs to be applied. CCRT offers higher
throughput by reducing the delay and packet loss. How-
ever,CCRT does not take into account the congestion that
occurs at the link layer. CCRT uses an end-to-end approach
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for congestion control. In [17], the authors proposed a
priority-based application specific congestion control clus-
tering (PASCCC) protocol for congestion detection in
cluster-based hierarchical WSNs. In PASCCC, whenever
the reading of a captured packet exceeds a predefined
threshold value, each source node turns on its radio, senses
the environment, collects the data and forwards it upstream
towards the base station. During congestion, time-critical
packets get prioritized to make sure their timely arrival at
the base station. Thus, reliability of the data traveling across
the network is ensured without compromising its quality.
Furthermore, the nodes located at far distance from a clus-
ter head get higher priority over the neighbouring nodes. A
novel queuing scheduling is employed for each cluster head
to ensure coverage fidelity, which ensures that the extra
resources consumed by the far distant nodes are efficiently
utilized. In PASCCC, the mobility of the nodes during setup
phase incurs excessive delay. This is mainly due to the fre-
quent change in the position of a node. Another drawback
is that of dropping humidity packets, which has an adverse
effect on applications such as, environmental monitoring
and weather forecasting.

4.2 Resource-based congestion control protocols

Resource-based control methods are useful when the traffic
rate control methods do not meet the requirements of an
application. For example, in applications demanding high
reliability such as real-time multimedia WSNs. In resource
control, idle resources of the network are exploited to
balance the traffic load. Traffic load is diverted towards
idle nodes to optimize the available bandwidth. It can
be accomplished either by turning on idle nodes or by
using uncongested routes in case of heavy traffic, to
alleviate congestion [7]. As a result, data packets have
maximum chances to reach their destination, i.e., the base
station. However, with every solution, there are certain
associated drawbacks. For example, in resource control
methods, loop avoidance, local knowledge, packet travel
time and end-to-end topology information of the network
is required, which comes with an additional overhead.
In this subsection, we discuss various protocols which
control congestion based on resource utilization in WSNs.
The utilization of resources is controlled either by using
dynamic alternative routes or efficient allocation of the
available bandwidth. First, we discuss the protocols which
use dynamic alternative routes followed by those which
use an efficient mechanism for the allocation of available
bandwidth. A summary of these protocols is provided in
Table 2.

A hierarchical tree alternative path (HTAP) protocol was
proposed for event-based sensor applications in [31]. It
is a resource control algorithm that uses simple, scalable,

efficient, and low computational approach, by creating
dynamic alternative path to the base station for alleviating
congestion. HTAP employs resource-control mechanism for
congestion avoidance. The concept of HTAP protocol is
based on two algorithms, i.e., Alternative Path Creation
(APC) and Hierarchical Tree Creation (HTC), and uses
network density to choose the optimal one among the two.
There are four stages of HTAP protocol, i.e., topology
control, hierarchical tree creation, alternative path creation,
and handling of powerless nodes. During the first stage,
each node creates a table containing entries of the
neighbouring nodes, located in its vicinity. In the second
stage, the HTC nodes are placed in a hierarchical-leveled
tree, starting from 0 at the root for the leaves nodes. Using
two-way handshaking method, a receiver node informs the
downstream neighbouring nodes about its own congestion
level. As a result, these neighbouring nodes refresh their
own tables, containing entries of neighbouring nodes, when
packets are overheard. A receiver node has the ability to
recognize a deadlock using negative acknowledgement by
applying backpressure to ease congestion. A transmitter
node stops forwarding packets to such nodes and searches
for a less congested node, also known as idle node, which
leads to alternative path creation. In the final stage, if
there are any redundant nodes, i.e., extremely low-powered
or energy depleted nodes, the table of a neighbour node
is updated by removing such nodes to ease transient
congestion. The main advantage of HTAP protocol is that,
it is simple in its operational mechanism and as such
results in a much lower overhead. The drawback of HTAP
algorithm is that the receiver node receives the same data
from multiple sensors, resulting in network redundancy.
This problem is solved by using Redundancy Aware
Hierarchical Tree Alternative Path (RAHTAP) algorithm
[22]. In RAHTAP, every node runs a redundancy detection
technique. Whenever, a receiver node receives a packet, it
checks its queue to see if the packet with the same ID
already exists. If the packet with the same ID exists, then
that packet is discarded [61]. However, HTAP protocol
does not provide fairness results and at the same time, is
not energy efficient. A dynamic alternative path selection
(DAIPaS) protocol for dynamically selecting the shortest
route from source node to the base station, was proposed
in [32]. This protocol utilizes the idle resources by routing
data on alternative paths to resolve congestion. DAIPaS
operates in three different phases, which are setup phase,
topology control, and soft and hard stage. During the setup
phase, the nodes connect with each other using CSMA/CA
mechanism. The sink node, at Level 0, broadcasts hello
messages to the nearby nodes, which reply with an
acknowledgement. As a result, such nodes are classified as
Level 1 nodes. These nodes update their neighbour tables
with the sink ID and its level ID. This process is repeated
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until the whole network is configured. During topology
control phase, each node searches its neighbour table to
find the nodes with the lowest level, i.e., nodes located
near the sink, for data transmission. Therefore, a dynamic
spanning tree is created for data transmission using the
shortest path from source to destination. During the first
step of final phase, i.e., soft stage, traffic is controlled at
the node level and alternative routes are advised for the
data flow from source to sink. Backpressure messages are
used for reducing traffic rate to avoid any further packet
drop and congestion. Finally, in the hard stage, the advised
routes are used at the time of congestion. The selection
of an alternative route depends on the availability, buffer
occupancy and energy level of the next-hop neighbour, and
the number of hops towards the sink. In [8], a Congestion
control and Energy-balanced scheme based on Hierarchy
(CcEbH) was proposed for congestion alleviation in WSNs.
Initially, CcEbH, organizes the network into a hierarchical
structure, starting from the sink node. In CcEbH, the
nodes are classified into three categories, i.e., nodes at
the same hierarchy, upstream nodes and the downstream
nodes. During congestion, the nodes use lower hierarchical
neighbouring nodes to forward data when their downstream
nodes are congested. Congestion is detected at the node
level using queue length, i.e., whenever the incoming traffic
rate exceeds the capacity of the outgoing rate of the node.
Each upstream node checks the buffer occupancy of the
next-hop node. If the buffer occupancy of the said node
is greater by 20% of total buffer size, the upstream node
will choose alternative downstream nodes to receive data
towards the sink to alleviate congestion. Traffic Aware
Dynamic Routing (TADR) is a resource-control protocol
that exploits the idle resources of the network [25]. Once
congestion occurs in the network, TADR uses alternative
routes. The proposed protocol forwards the redundant
packets, i.e., packets exceeding the nodes handling capacity,
in order to avoid packet drops. These redundant packets are
directed toward alternative paths. Although, this protocol
effectively tackles congestion for non-real time traffic, it
fails to produce similar results for real-time traffic. This
is because, TADR may discover a longer path from a
congested node towards the sink. As a result, the end-to-
end delay increases, which is not the case with most of the
real-time applications. Furthermore, this protocol is unable
to find sufficient idle nodes for caching all the dropped
packets.

Congestion Control protocol based on Optimizing Rout-
ing (CCOR) is a novel approach that alleviates congestion
while maintaining energy efficiency and fairness, simul-
taneously [9]. Initially, a queuing network model is built
at the node level to detect congestion degree and identify
congestion. Next, the CCOR protocol considers two inde-
pendent functions for routing purposes, i.e., link gradient

and traffic radius. These two functions are based on the
location of each node and service rate of the packets.
In case of congestion, i.e., whenever congestion degree
exceeds a specific threshold, the traffic-radius function
ensures that the packets are forwarded toward the least con-
gested areas of the network for an efficient utilization of
the available bandwidth. The proposed approach effectively
alleviates congestion and subsequently preserves energy of
the network. However, the performance of CCOR deterio-
rates under heavy traffic. Flock-based Congestion Control
(Flock-CC) is a scalable, self-adaptive and robust conges-
tion control protocol proposed for event-based applications
[5]. Flock-CC is based on the collective behavior of the bird
flocks, inspired by swarm intelligence. The proposed algo-
rithm directs the packets (synonym to birds) to form flocks
and forwards them towards a sink, i.e., a global attractor,
for avoiding obstacles. The movement of a bunch of pack-
ets, i.e., packet flock, depends upon attraction and repulsion
forces among neighbouring packets, the field view, and the
artificial magnetic field, guiding these packets towards the
sink. As a result, idle resources of network are efficiently
utilized. Flock-CC is easy to implement at node level with
minimal exchange of information. The proposed protocol is
highly scalable and efficiently handles the redundant nodes.
Moreover, Flock-CC improves the packet delivery ratio,
packet loss, delay, and energy consumption.

4.3 Hybrid congestion control protocols

In hybrid congestion control protocols, each protocol uses
an integrated approach, i.e., by combining the desirable
features of both traffic and resource-based congestion
control protocols. In most cases, these protocols use a
traffic-based congestion control approach. However, if the
aforementioned technique is not feasible and optimal, then
they use the resource-based congestion control approach. A
summary of these protocols is provided in Table 3.

Hybrid Resource and Traffic Control (HRTC) is a hybrid
algorithm for efficient congestion control in WSNs [29].
HRTC combines the desirable features of these two con-
gestion handling techniques and provides a suitable solu-
tion, based on the network condition. During congestion,
a congested node informs a source node using a hop-by-
hop communication link to reduce its data rate, using a
back-pressure message. When the back-pressure message
traverses the affected downstream nodes on its way towards
the source node, HRTC protocol examines to see if resource
control technique can be applied to the traversed nodes
before reaching the source node. If that is the case, HRTC
aborts the transmission of back-pressure message. If HRTC
is unable to find an alternative route, then the back-pressure
message continues its journey towards its destination, i.e.,
the source node. Once this message reaches its destination,
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it then applies traffic control technique by altering the date
rate of the source node. Moreover, the new data rate is
adapted by nodes across the network. Healthcare aware
Optimized Congestion Avoidance (HOCA) is a data-centric
congestion control protocol proposed for healthcare applica-
tions of WSNs [26]. It employs the concept of active queue
management (AQM) [6]. In HOCA, the data is divided into
two categories, i.e., sensitive and non-sensitive. The for-
mer requires a higher data rate while the latter requires
a lower data rate, depending on the priority levels of the
data. HOCA operates in four different stages. In the first
stage, data dissemination request is performed by the sink
(medical center) to all the nodes (patients) in the network.
Patient’s type, priority of the data, timing and characteris-
tics of the request, are specified during this stage. During
the second stage, the occurrences of events are reported by
the nodes located on the patient’s body, to the sink. Dur-
ing the third stage, route is established by the sink node
using multipath and QoS-aware routing techniques, to mit-
igate congestion. During the final stage, data is forwarded
by adjusting hop-by-hop source traffic rate. This adjust-
ment of traffic rate occurs specifically during congestion.
HOCA avoids congestion by lowering end-to-end delay and
maximizes the network lifetime by energy conservation.
Furthermore, HOCA ensure fair use of the resources in
the network. Hierarchical Tree-based Congestion Control
using Fuzzy Logic heterogeneous traffic in WSN (HTC-
CFL), is a fuzzy-based congestion alleviation protocol [28].
This protocol operates in three phases, i.e. hierarchical tree
construction, fuzzy-based congestion detection and priority-
based rate adjustment. During the first phase, a hierarchical
tree is constructed using a topology control algorithm.
During the second phase, congestion is detected using a
fuzzy logic technique, based on input parameters such as
packet service ratio, number of contender nodes and buffer
occupancy. The state of congestion is predicted from the
outcome obtained using fuzzy rules. A node experiencing
congestion informs all its neighbours about its status by
using a control packet. For different classes of traffic, prior-
itized queues are maintained and weight values are assigned
to each queue. Once congestion is detected, the next phase
is congestion control. During the final phase, a dynamic rate
adjustment is performed. If in case, the rate adjustment is
not possible, each source node selects an alternative route
from an already existing hierarchical tree for congestion
alleviation.

5 Design trade-off of congestion control
protocols

In this section, we aim to address the question “which con-
gestion control method is optimal and in which scenario”?

Mobile Netw Appl (2018) 23: –456 468464



This decision is based on various performance metrics
such as energy efficiency, throughput, average delay and
packet dropping. Depending on data delivery mechanism,
all applications of WSNs can be categorized into event-
driven, continuous, query-driven, and hybrid. Therefore, the
type of application and location of occurrence of conges-
tion, are considered distinguishing features among various
congestion control protocols. Applying the same congestion
control technique to all applications and all congestion loca-
tions is, by no mean appropriate and will consequently lead
to performance degradation.

5.1 Energy efficiency analysis

In WSNs, it is imperative to design transport layer protocols
that tackle congestion in an energy-efficient manner, reduce
the packet loss and prolong network lifetime. Therefore,
transport protocols need to account for congestion control
and loss recovery. These factors have a direct impact on
energy efficiency of the network and QoS of the application
under observation. Researcher in this field are continu-
ously trying to preserve energy of the network using various
software-based solutions [11, 20, 24]. A detailed discus-
sion on various techniques used for energy conservation in
available in [4]. Traffic-based congestion control protocols
reduce the traffic load on the network by reducing the source
data rate. Instead of finding alternative routes, these proto-
cols forward the packets on the same route towards desti-
nation. This results in much higher energy consumption per
unit time which lowers the network life time. Contrary to
traffic-based congestion control protocols, resource-based
protocols exploit the idle resources of the network when-
ever a node becomes a hotspot. In case of congestion, these
protocols re-route excessive traffic to the base station via
alternative routes. Therefore, the traffic load is balanced
between congested and uncongested routes of the net-
work, increasing the network throughput and life time.
Furthermore, resource control protocols always start using
a shortest route to forward their packets. These protocols
always employ a topology control scheme [43] to increase
the number of alternative routes. This means that sev-
eral paths can be used which leads to a balanced energy
consumption during heavy network load. Thus, maximum
lifetime can be achieved because the nodes exhaust their
energy uniformly. Hybrid congestion control protocols, on
the other hand, first try to control congestion by check-
ing buffer occupancy of the congested nodes. Whenever
the buffer of a congested node reaches a threshold value,
instead of packet dropping or traffic rate reduction, these
protocols choose an alternative route by exploiting idle
resources of the network and re-route the outgoing traffic
from the congested node towards the base station. Avoid-
ing congestion through hybrid congestion control protocols

seems to be a promising solution which results in higher
throughput, lower packet loss and a uniform utilization of
energy. However, these protocols suffer from an increased
overhead in the form of control messages. A comparison
among these various congestion control protocols is shown
in Fig. 2.

5.2 Throughput

Traffic-based control protocols frequently use the shortest
path from source towards the destination, that result in
quicker energy depletion of the network resources. In
term of throughput, these protocols avoid congestion by
throttling the data rate of source nodes that results in
higher packet losses and lower throughput at the base
station. Resource-based control protocols use alternative
routes by exploiting the idle resources of the network. As a
result, these methods have a higher throughput and uniform
energy utilization of the network while avoiding packet
dropping. However, these protocols incur an additional
overhead associated with control messages transmitted
across the network. Hybrid congestion control protocols
are suitable for continuous event-based applications that
require higher reliability, higher throughput and mission-
critical real-time transmission. These protocols achieve
much higher throughput as compared to resource and
traffic-based congestion control protocols, resulting in a
uniform energy utilization of the nodes. A comparison
among these protocols in term of throughput is shown in
Fig. 3.

5.3 Average end-to-end delay analysis

Delay is an important metric to consider while designing
a congestion control strategy. The late arrival of packets
may have catastrophic affects on various mission-critical
applications. For example, even a minor delay in healthcare

Fig. 2 Energy efficiency analysis
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Fig. 3 Throughput analysis

monitoring applications may risk the life of a patient.
This metric is an indication of the efficiency of a
particular congestion-control protocol to quickly mitigate or
avoid congestion. A smaller delay represents an enhanced
performance and vice-versa. Resource control protocols
experience higher delay as compared to traffic-based
protocols. This is because, the packet is forwarded through
a larger number of intermediate nodes before reaching its
final destination. Furthermore, the retransmission that occur
in the congested hotspots also increases delay, i.e, multiple
hops form a route from source towards the base station,
using alternative routes once congestion is detected. In
hybrid applications, delay is higher or at the same degree as
in resource control methods due to switching from traffic-
based to resource control, using back pressure messages.
A comparison among these congestion control protocols is
shown in Fig. 4.

Fig. 4 Average end-to-end delay analysis

6 Conclusion

Wireless Sensor Networks (WSNs) consist of resource-
constrained nodes that face various challenges. One such
challenge is network congestion which mainly arises when
the reception rate of a node exceeds its transmission rate.
Congestion also arises due to contention and interference at
the link layer. As a result, the performance and reliability
of the network deteriorate to a larger extent. In WSNs, con-
gestion needs to be detected by one or more nodes along
the upstream path towards the base station. Once conges-
tion is detected, it needs to be notified either explicitly or
implicitly across the network in order to take precaution-
ary measures to control it. In this paper, we presented a
detailed and comprehensive analysis of the latest congestion
control protocols in WSNs. We classified these protocols
into three categories, i.e., traffic-based, resource-based and
hybrid. The protocols in these three categories have their
own strengths and weaknesses, and are application-specific
in nature. In this paper, we have examined various perfor-
mance metrics with the aforementioned congestion control
protocols. It is concluded that a single metric is unable
to detect congestion with a much higher precision. There-
fore, more than one metric needs to be used for precisely
detecting congestion. The behaviour of each category of
such protocols changes with the change of a performance
metric. In WSNs, energy-efficient congestion control proto-
cols are required that control congestion in order to ensure
low energy consumption, fairness, and at the same time,
achieve a much higher QoS. More sophisticated congestion
control strategies may be explored that are based on statis-
tical analysis of the queues, neural networks, fuzzy logic
and machine learning. At present, many such solutions exist
but the effectiveness of these solutions need to be inves-
tigated further for various applications and under various
scenarios.
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