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Abstract Artificial intelligence (Al) is an important technol-
ogy that supports daily social life and economic activities. It
contributes greatly to the sustainable growth of Japan’s econ-
omy and solves various social problems. In recent years, Al
has attracted attention as a key for growth in developed coun-
tries such as Europe and the United States and developing
countries such as China and India. The attention has been
focused mainly on developing new artificial intelligence in-
formation communication technology (ICT) and robot tech-
nology (RT). Although recently developed Al technology cer-
tainly excels in extracting certain patterns, there are many
limitations. Most ICT models are overly dependent on big
data, lack a self-idea function, and are complicated. In this
paper, rather than merely developing next-generation artificial
intelligence technology, we aim to develop a new concept of
general-purpose intelligence cognition technology called
“Beyond AI”. Specifically, we plan to develop an intelligent
learning model called “Brain Intelligence (BI)” that generates
new ideas about events without having experienced them by
using artificial life with an imagine function. We will also
conduct demonstrations of the developed BI intelligence
learning model on automatic driving, precision medical care,
and industrial robots.
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1 Introduction

From SIRI [1] to AlphaGo [2], artificial intelligence (Al) is
developing rapidly. While science fiction often portrays Al as
robots with human-like characteristics, Al can encompass
anything from e-Commerce prediction algorithms to IBM’s
Watson machines [3]. However, artificial intelligence today
is properly known as weak Al, which is designed to perform
a special task (e.g., only facial recognition or only internet
searches or only driving a car). While weak Al may outper-
form humans at a specific task, such as playing chess or solv-
ing equations, general Al would outperform humans at nearly
every cognitive task.

In recent years, the US government has supported basic
research on Al, which is centered on robots and pattern rec-
ognition (voice, images, etc.). Microsoft has announced real-
time translation robots and innovative image recognition tech-
nologies [4]. Amazon uses artificial intelligence for autono-
mous robots in delivery systems [5]. Facebook has also devel-
oped facial recognition technology based on artificial intelli-
gence called “DeepFace” [6]. Robots and artificial intelli-
gence are being actively studied in university institutions in
the United States. Innovative technologies, such as corporate
cooperation and deep learning, are emerging. The robot car
developed by the Artificial Intelligence Laboratory at Stanford
University has set a faster time than an active racer [7]. The
Computer Science and Artificial Intelligence Laboratory at
Massachusetts Institute of Technology has developed a
cleaning robot and a four-foot walking robot [8].

Meanwhile, Al is the main technology expected to improve
Japanese ICT’s innovation and robot technology in the near
future. ICT in Japan has rapidly advanced in recent years. To
secure Japan’s status as a world-class “technological
superpower”, the Japanese government has formulated projects
such as the “Science and Technology Basic Plan [9]” and
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the “Artificial Intelligence Technology Conference [10]”.
Japan is expecting to utilize state-of-the-art artificial intelli-
gence and robots to solve various problems.

However, through some research, we found that recent ar-
tificial intelligence technologies have many limitations. In the
following, we list some representative limitations and analyze
the reasons why recent Al cannot break through these inherent
disadvantages.

1.1 Limitations of artificial intelligence

In recent years, artificial intelligence technologies have devel-
oped dramatically due to improvement in the processing ca-
pacity of computers and the accumulation of big data.
However, the results of current artificial intelligence technol-
ogies remain limited to specific intellectual areas, such as im-
age recognition, speech recognition, and dialogue response.
That is, current Al is a specialized type of artificial intelligence
acting intellectually in a so-called individual area (see Fig. 1).
Examples include techniques such as Convolutional Neural
Networks (CNN) or Deep Residual Learning (ResNet) for
visual recognition, Recurrent Neural Networks (RNN) or
Deep Neural Networks (DNN) for speech recognition, and
Represent Learning (RL) for dialogue understanding. All of
these are a part of the intellectual work carried out by each area
of the human brain; they are only a substitute and do not
perform all of the functions of the human brain. In other
words, Al has not been able to cooperate with whole-brain
functions such as self-understanding, self-control, self-
consciousness and self-motivation. Specifically, we conclude
that the limitations of the recent artificial intelligence technol-
ogies are the following:

(1) Frame Problem

Considering all the events that can occur in the real world,
since it takes a large amount of time due to big data training,
Al is typically limited to a single frame or type of problem. For
example, if you restrict the algorithm to apply only to chess,
shogi, image recognition, or speech recognition, only certain
results can be expected. However, when trying to cope with
every phenomenon in the real world, there is an infinite num-
ber of possibilities that we have to anticipate, so the extraction
time becomes infinite due to overloading of the database.

(2) Association Function Problem

Machine learning and artificial intelligence are excellent at
extracting a particular pattern. However, the results of ma-
chine learning are easy to misuse. Current artificial intelli-
gence technology depends on large-scale data and can obtain
results using only numerical values, but it does not have the
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Fig. 1 Shortages of current artificial intelligence

association function like the human brain. That is, a single part
of the brain cannot be as intelligent as the whole brain.

(3) Symbol Grounding Problem

It is necessary to link symbols with their meanings, but this
task is often not resolved in current artificial intelligence. For
example, if you know the individual meaning of the word
“horse” and the meaning of the word “stripes”, then when
you are taught that “zebra = horse + stripes”, you can under-
stand that “a zebra is a horse with stripes”. However, the
computer cannot make the same connections between ideas.

(4) Mental and Physical Problem

What is the relationship between the mind and body? That
is, if the mind is generally thought of as non-material, how can
the physical body be affected by it? Whether or not this is
possible has not been elucidated.

In conclusion, we can see that there are many problems
unsolved in current artificial intelligence. In this paper, we first
review the most recent algorithms for weak Al. Then, we
introduce the next-generation intelligence architecture, Brain
Intelligence, which is an advanced artificial intelligence for
solving the disadvantages of weak Al algorithms.

2 Artificial intelligence

The market and business for Al technologies is changing rap-
idly. In addition to speculation and increased media attention,
many start-up companies and Internet giants are racing to
acquire Al technologies in business investment. Narrative
Science Survey found that 38% of enterprises have been using
Al in 2016, and the number will increase to 62% in 2018.
Forrester Research expects Al investment in 2017 to grow
by more than 300% compared with 2016. IDC estimates that
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the Al market will grow from $ 8 billion in 2016 to $ 47 billion
in 2020 [11].

Current artificial intelligence includes a variety of technol-
ogies and tools, some time-tested and others that are relatively
new. To help understand what is hot and what is not, Forrester
has just released a TechRadar report on artificial intelligence
(application developers), detailing the 9 technologies for
which companies should consider using artificial intelligence
to support decisions.

2.1 Natural language generation

Natural language generation (NLG) is used to generate text
from computer data using Al, especially deep learning archi-
tectures, to generate the NLG tasks. Deep neural networks
(DNN) are undoubtedly one of the most popular research
areas in the current NLG field. DNN are designed to leamn
representations at increasing layers of abstraction by adopting
backpropagation [12], feedforwards [13], log-bilinear models
[14], and recurrent neural networks (RNN) [15]. Their advan-
tage over traditional models is that DNN models represent
voice sequences of varying lengths, so similar histories have
related representations. They overcome the disadvantage of
traditional models, which have data sparseness and a recorder
for remembering the parameters.

Long short-term memory architectures (LSTM) [16],
which are a further development upon RNN, contain memory
cells and multiplicative gates that control the information’s
access. Mei et al. [17] proposed a LSTM-based architecture,
which uses the encoder-decoder framework, for content selec-
tion and realization. Luong et al. [18] showed that parsing the
datasets used for co-training in encoder and decoder can im-
prove the translation efficiency. In most of these methods, it is
hard to balance between achieving adequate textual output
and generating text efficiently and robustly.

LTSM is currently used for customer service, report gener-
ation and summary of business intelligence insight. Examples
of suppliers include Attivio, Automated Insights, Cambridge
Semantics, Digital Reasoning, Lucidworks, Narrative
Science, SAS, and Yseop.

2.2 Speech recognition

Hidden Markov models (HMM) [19] are useful tools for
speech recognition. In recent years, deep feedforward net-
works (DFN) have gained attention for solving issues of rec-
ognition. It seems that HMM combines with RNN as a better
solution. However, the HMM-RNN model does not perform
as well as deep networks. Speech recognition’s goal is to
translate human language and convert it into a useful format
for computer applications. Graves et al. [20] proposed a deep
long short-term memory RNNs for speech recognition. This
model is an end-to-end learning method that jointly trains two
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separate RNNs as acoustic and linguistic models. It is widely
used in current interactive voice response systems and mobile
applications. Examples of suppliers include NICE, Nuance
Communications, OpenText, and Verint Systems.

2.3 Virtual/augmented reality

Virtual reality uses simple devices and advanced systems that
can network with humans. Virtual reality is a computer-
generated simulation of a 3D environment that can be
interacted with in a seemingly real manner. Artificial intelli-
gence will be used in augmented reality for future remote
eHealth [21, 22]. It is currently used in customer service and
support and as a smart home manager [23, 49-52]. Sample
vendors include Amazon, Apple, Artificial Solutions, Assist
Al, Creative Virtual, Google, IBM, IPsoft, Microsoft, and
Satisfi.

2.4 Al-optimized hardware

Because of the rapid growth of data in recent years, it is pos-
sible for engineers to use the massive amounts of data to learn
patterns. Most artificial intelligence models are proposed to
meet these needs. These models require a large amount of data
and computing power to train and are limited by the need for
better hardware acceleration to accommodate scaling beyond
current data and model sizes. Graphics processing units
(GPU) [24], general purpose processors (GPGPU) [25] and
field programmable gate arrays (FPGA) [26] are required to
efficiently run Al-oriented computational tasks. GPU has or-
ders of magnitude more computational cores than traditional
general purpose processors (GPP) and allows a greater ability
to perform parallel computations. In particular, GPGPU is
usually used. Unlike GPUs, FPGA has a flexible hardware
configuration, and provides better performance per Watt than
GPUs. However, it is difficult to program FPGA devices be-
cause of the special architecture. Sample vendors include
Alluviate, Cray, Google, IBM, Intel, and Nvidia.

2.5 Decision management

Decision-making plays a critical role in achieving sustainable
development during turbulent financial markets. With the im-
provement of information communication technology (ICT),
Al-based techniques, such as decision tree (DT), support vec-
tor machine (SVM), neural network (NN), and deep learning,
have been used for decision making [27]. Engines that insert
rules and logic into Al systems are used for initial setup/
training and ongoing maintenance and tuning. A mature tech-
nology, which is used in a wide variety of enterprise applica-
tions, assisting in or performing automated decision making.
Sample vendors include Advanced Systems Concepts,
Informatica, Maana, Pegasystems, and UiPath.
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2.6 Deep learning platforms

Currently, research used in pattern recognition and classifica-
tion is primarily supported by very large data sets. Few ap-
proaches look for providing a solution better than existing big-
data processing platforms, which usually runs over a large-
scale commodity CPU cluster. Moreover, GPUs seem to the
best platforms to train Al networks [28]. However, recent
platforms are worse than the human brain in processing per-
ception and require large amounts of space and energy. To this
end, Rajat et al. [29] trained a DBN model with 100 million
parameters using an Nvidia GTX280 graphics card with 240
cores. Adam et al. [30] proposed a COTS HPC deep neural
network training system. Google developed DistBelief [31],
which uses thousands of CPUs to train the deep neural net-
work; see Fig. 2. Microsoft developed project Adam [32] to
use fewer machines for training. Other sample vendors, such
as Qualcomm’s Zeroth platform [33], IBM’s Truenorth [34],
and Manchester University’s SpiNNaker [35] are also in de-
velopment. Besides, there are also some software packages for
deep learning. These packages include Tensorflow, Theano,
Torch/PyTorch, MxNet, Caffe as well as high level package
Keras. It would also be good to mention Google’s TPU when
mentioning the hardware platforms.

2.7 Robotic process automation

Robotic process automation (RPA) [36] uses software and
algorithms to automate human action to support efficient busi-
ness processes. A software robot is used instead of humans for
typing and clicking and even analyzing data in different ap-
plications. RPA is currently used where it is too expensive or
inefficient for humans to execute a task or a process.
Researchers are promoting the adoption of RPA in the
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Fig. 2 Google DistBelief approach for DNN training [31]

financial area. RPA has also been applied to trading in trea-
suries, affecting accounting staff involved in the banking area.
Al as a solution for big data, provides a new possibility for
accurate prediction of RPA. Sample vendors include
Advanced Systems Concepts, Automation Anywhere, Blue
Prism, UiPath, and WorkFusion.

2.8 Text analytics and NLP

Natural language processing (NLP) uses and supports text
analytics by facilitating the understanding of sentence struc-
ture and meaning, sentiment, and intent through statistical and
machine learning methods. NLP is a way for computers to
understand, analyze, and derive meaning from human lan-
guage in a smart and useful way. We introduce the following
Al methods applied to NLP.

Recurrent neural networks (RNN) [37] make full use of
sequential information. As we all know, the inputs and outputs
of traditional neural networks are independent. In practice, it
must predict the words before a sentence. The so-called RNN
is a recurrent network because it performs the same task for
every element of a sequence, with the output being dependent
on the previous computations. There are many types of im-
proved RNN models that have been proposed to solve some of
the shortcomings of the original RNN model. Bidirectional
RNN [38] is based on the principle that the output may not
depend only on the previous elements in the sequence but also
on the future elements. Deep bidirectional RNN [39] is similar
to Bidirectional RNN but improved by adding multiple layers
per time step. Long short-term memory (LSTM) [40] uses the
same mechanism to decide what to keep in and what to erase
from memory that is used in RNNs.

Recursive neural network [41] is another deep neural net-
work created by applying the same set of weights recursively
over a structure in order to produce a structured prediction
over the input by transferring a given structure in topological
order. Dependency neural network (DCNN) [53] is a method
proposed to capture long-distance dependencies. DCNN con-
sists of a convolutional layer built on top of an LSTM model.
Dynamic k-max pooling neural network [54] is another type
of network that uses a non-linear max pooling subsampling
operator to return the maximum of a set of values. This net-
work outputs k maximum values in the sequence and opti-
mizes select k values by other functions. Multi-column CNN
[55] shares the same word embedding and multiple columns
of convolutional neural networks. Ranking CNN [56] takes
the relation classification task using a convolutional neural
network that performs classification by ranking. Context-
dependent CNN [57] consists of two components: a
convolutional sentence model that summarizes the meaning
of the source sentence and the target phrase and a matching
model that compares the two representations with a multilayer
perceptron. Sample vendors include Basis Technology,
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Coveo, Expert System, Indico, Knime, Lexalytics,
Linguamatics, Mindbreeze, Sinequa, Stratifyd, and Synapsify.

2.9 Visual recognition

Deep learning has been shown to be one of the best solutions
for computer vision. A large number of methods have been
developed to improve the performance of traditional deep-
learning algorithms. In general, these methods can be divided
into three categories: convolutional neural networks,
autoencoders, and sparse and restricted Boltzmann machines.
In this paper, we focus on searching convolutional neural net-
work models.

The pipeline of the traditional convolutional neural net-
work architecture consists of three main sets of layers:
convolutional, pooling, and fully connected layers. Different
layers play different roles in the classification. Convolutional
layers are used to convolve the image to generate feature
maps. The main advantages of convolutional layers are that
the weight-sharing mechanism reduces the number of param-
eters and local connectivity learns the relationships between
the neighbor pixels. In addition, it is invariant to the location
of the objects in the image.

The pooling layers are usually used after the convolutional
layers to reduce the dimensions of the feature maps and to
adjust the parameters. Average pooling and max pooling
are used in most cases. Following the last pooling layers,
the fully connected layers are used to convert the two-
dimensional feature maps into one-dimensional feature
vectors. Several state-of-the-art convolutional neural net-
work models are reviewed below.

Convolutional neural networks (CNN) [43] are similar to
traditional neural networks (NN). They are made up of neu-
rons that have learnable weights and biases. The main differ-
ence between CNN and NN is the number of layers. CNN use
several layers of convolutions with nonlinear activation func-
tions applied to the results.

AlexNet [42] contains eight layers. The first five layers are
the convolutional layers, and the following three layers are the
fully connected layers. Compared to CNN [43], AlexNet has
advantages such as data augmentation, dropout [44], ReLU,
local response normalization, and overlapping pooling.

The main contribution of VGGNet [45] is to increase the
network depth using very small convolution filters. The total
number of layers in VGGNet is 16-19. However, the use of
max-pooling layers results in a loss of accurate spatial
information.

Szegedy et al. [46] contributed to improving the use of
computing resources inside a network. The GooglLeNet meth-
od increases the width and depth of the network while keeping
the computational budget constant. Based on Arora et al.’s
research [47], the layer-by-layer construction can analyze the
correlation statistics of the last layer and then combine them
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into groups. One of the main advantages of GoogLeNet is that
it allows the number of layers at each stage to be increased
without an uncontrolled blow-up in the computational com-
plexity. Another benefit is that this network is 2—3 times faster
than similarly performing networks. However, it is complex to
configure the design of this network.

There is a trend for deeper layers to result in better network
performance. However, with increasing network depth, the
training accuracy becomes saturated and then rapidly de-
grades. He et al. [48] solved this problem using a deep residual
learning framework. Additional “shortcut connections” are
added to feedforward neural networks because short connec-
tions add neither extra parameters nor computational
complexity.

3 Brain intelligence (BI)

There are many approaches [58—61] proposed to solve the
limitations of recent Al. However, these models are simply
extended from the current Al models. This paper introduces
the following items for explaining the concept of BI, which is
different from artificial intelligence, but extends upon current
artificial intelligence.

The BI intelligent learning model fuses the benefits of ar-
tificial life (AL) and Al Currently, the mainstream research on
deep learning is a method of learning expressions extracted
from essential information of observational data by a deep
neural network with a large number of layers. However, re-
search on multitask learning that learns multiple tasks at the
same time and transition studies that divert learning results for
a certain task to other tasks is still insufficient. For this reason,
Al'models based on unsupervised learning and shallow neural
networks will become trends in future. In this paper, we will
combine various regional Al methods using a particular rule,
especially unsupervised learning methods. It is essential to
develop a new intelligent learning model with a small data-
base and the ability to understand concepts. Therefore, we
propose a Brain Intelligence model with memory and idea
function in Fig. 3. The BI model network combines artificial
life technology and artificial intelligence technology with
memory function.

Research on current Al mainly focuses on individual areas
such as dialogue comprehension, visual recognition, and au-
ditory discrimination and so on. Research on whole-brain
functions is still insufficient. For example, there are few stud-
ies on perceptual understanding models and self-thinking
models. Therefore, in this research, we will clarify the func-
tion and mechanisms of the whole brain and make efforts to
realize it as artificial intelligence. BI network is consisted by
many simple sub-networks. The parameters of each sub-
networks is updated by S-system [62], which can modify the
sub-networks by reproduction, selection, and mutation.
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Fig. 3 The concept of the BI model network. Different neural networks are connected by artificial life-based network, which can share the parameters,

trained results, and structures to parents and sons

Different from NeuroEvolution of Augmenting Topologies
(NEAT) [63, 64], the proposed BI mode network does not just
use the neural network structure and parameter optimization
mechanism, it improves the structure of current AI models
using S-system. hyperNEAT [65], a type of A-life based
NN, which uses the Compositional Pattern Producing
Network (CPPN) for pattern generation and uses NEAT for
parameters optimization. hyperNEAT cannot overcome the
drawbacks of the NEAT network. Other gene-based models,
such as Gene Regulatory Network (GRN) [66] and Evolving
Reaction Network (ERN) [67], are also studied by some re-
searchers. These methods are inspired by biological character-
istics, which do not take into account the usage of all the
brain’s function. Cognitive Computing (CC) [68] is proposed
anew model from the view of human cognitive functions. The
Bl model network is investigated from an engineering point of
view, in the future, we will develop a super-intelligent brain
function model that intends to discover problems itself and
autonomously enhance its abilities.

4 Conclusion

In this paper, we have presented state-of-the-art artificial in-
telligence tools for individual application areas, such as natu-
ral language processing and visual recognition. The main con-
tributions of this work are as follows. First, this is an overview
of current deep learning methods. We have summarized the

nine potential applications in detail. Second, this paper puts
together all the problems of recent Al models, which will
direct future work for researchers. Third, in this paper, we first
proposed the brain intelligence model, which is a model fus-
ing artificial intelligence and artificial life. AL models, such as
the S-system, have the benefits of an association function,
which is different from generative adversarial networks
(GAN), for building big data within a life evolution process.
It is foreseeable that the BI model can solve the issues of the
frame problem, the association function problem, the symbol
grounding problem, and the mental/physical problem.
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