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Abstract This paper analyzes salient features of Indus-
trial Automation-Process Automation (WIA-PA): mesh-star
architecture, two-level aggregation, and adaptive frequency
hopping, whose working principles are explicitly illustrated
in comparison to the other two mainstream industrial wire-
less networks standards: WirelessHART and ISA 100.11a.
In addition, performance analysis with respect to the three
features of WIA-PA has been conducted in terms of com-
munication overhead or transmission reliability. Our results
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demonstrate the performance advantages of WIA-PA over
WirelessHART and ISA 100.11a.
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1 Introduction

Advances in the technology and reduction of wireless com-
munication cost have allowed multi-hop wireless networks
to be used as a means of monitoring of large-scale industrial
plants in process automation. With the advance of indus-
trial wireless technologies, sensor measurements of plant
variables can be transmitted to data centers without the
need for excessive wiring, thereby yielding gains in effi-
ciency and flexibility for the operator [1–4]. On the other
hand, wireless technologies suffer from the harsh industrial
environments since wireless channels are extremely prone
to severe damage due to the coexisting interference, fad-
ing, and multi-path effect [5, 7]. Therefore, guaranteeing
the deterministic requirement on the industrial wireless net-
work in spite of the unfriendly wireless channel turns out
to be a challenging problem, and industrial wireless net-
works (IWNs) have aroused a great deal of interest from
academia [8–21], industry [22–24] as well as standardized
organizations [25–27]. This paper aims to study IWNs from
the standpoint of IWNs standards.

Wireless networks for Industrial Automation-Process
Automation (WIA-PA) is one of the two only existing
International Electrical Commission (IEC) standards, and
was initialized by the Chinese Industrial Wireless Alliance
(CIWA) in August 2008 and finally approved by the IEC
in October 2011. In order to meet the stringent demand

http://crossmark.crossref.org/dialog/?doi=10.1007/s11036-015-0647-7&domain=pdf
mailto:weiliang@sia.cn
mailto:yangxiao@ieee.org
mailto:zhengmeng_6@sia.cn
mailto:yhb@sia.cn


140 Mobile Netw Appl (2017) 22:139–150

by industrial monitoring and control applications, such as
low real-time latency bound, high transmission reliability,
and longevity, WIA-PA favors the mesh-star architecture,
and supports the two-level aggregation and adaptive fre-
quency hopping (AFH). Specifically, as shown in Fig. 1,
the mesh-star architecture is a hierarchical network archi-
tecture, whose first level is the mesh topology where routing
devices form a mesh, and its second level is in star topol-
ogy, also termed a cluster, where routing devices act as
cluster heads and field devices as cluster members. The
mesh-star architecture will be shown to reduce communica-
tion overhead for both the flooding and the unicast cases.
The two-level aggregation including data aggregation at the
application layer and packet aggregation at the network
layer is proposed to reduce the redundancy in data transmis-
sion for high energy efficiency. AFH is employed to combat
erroneous wireless channels for high transmission reliabil-
ity. In the this paper, each of the aforementioned features
will be illustrated in details and the advantages of WIA-PA
over other IWNs standards will also be examined by the-
oretical analysis. To the best of our knowledge, this paper
serves as the first theoretical contribution to the perfor-
mance analysis of WIA-PA, and this work will promote the
development of WIA-PA and extend its applications in the
industrial field.

The rest of this paper is organized as follows. In
Section 2, related IWNs standards are reviewed. Section 3

conducts theoretical analysis on the novel features of
WIA-PA. Section 4 discusses open directions for future
research in WIA-PA networks. Section 5 finally concludes
this paper.

2 Related work

This section will present an overview of the three main-
stream IWNs standards (i.e., WirelessHART [25], ISA
100.11a [26], and WIA-PA [27]) that have been specifically
tailored for usage in industrial process automation, in which
comparisons of technical differences of three standards are
especially illustrated.

The Highway Addressable Remote Transducer (HART)
Communication Foundation (HCF) released the HART
Field Communication Protocol Specification in Septem-
ber 2007, referred to as WirelessHART, which is the first
open and interoperable international WSN standard specif-
ically designed to address industrial process automation.
The International Society of Automation (ISA) initiated
work on a family of standards defining wireless systems
for industrial automation and control applications. The first
standard to emerge was ISA 100.11a, which was ratified
as an ISA standard in September 2009 and aimed to pro-
vide secure and reliable wireless solution for noncritical
monitoring and control applications. Parallel to the

Fig. 1 WIA-PA network topology (mesh-star architecture)[27]
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Table 1 Comparison results on selected features of existing IWNs standards

ISA 100.11a WirelessHART WIA-PA

Network architecture mainly mesh mainly mesh mainly mesh-star

Aggregation function data aggregation data aggregation two-level aggregation

Frequency hopping blind blind adaptive

development of HCF and ISA, in 2007, the Chinese Indus-
trial Wireless Alliance (CIWA) was founded by Shenyang
Institute of Automation, Chinese Academy of Sciences
as well as other ten universities, academies, and indus-
trial companies in China. WIA-PA was proposed to serve
as the wireless solution to industrial process automation
and became the second IEC standard of industrial wireless
networks in 2012.

Some related works for WIA-PA are listed as follows.
The paper [12] provides a survey of WIA-PA, compares
it with WirelessHART and ISA100.11a, and presents some
experiment results of WIA-PA. The paper [13] shows how
WIA-PA interconnects with legacy process automation sys-
tem. The paper [16] proposes a asynchronous multi-channel
neighbor discovery method for time division multiple access
(TDMA) for WIA-PA. The paper [17] studies a collision-
free multichannel superframe scheduling problem for WIA-
PA. The paper [18] presents a frequency domain polling
MAC protocol for WIA-PA. The paper [19] studies random
time source protocol for WIA-PA.

This paper highlights three selected features of WIA-
PA and makes a comparison between WIA-PA and other
two mainstream IWNs standards (shown in Table 1), where
comprehensive comparison of the three IWNs standards can
be found in [12]. Specifically, from the perspective of net-
work architecture, both the star and mesh architectures are
supported by ISA 100.11a and WirelessHART, but only

Fig. 2 Mesh network mainly employed by WirelessHART and ISA
100.11a

the mesh architecture is recommended. In contrast, WIA-
PA favors the mesh-star architecture rather than the mesh
architecture; from the perspective of system management,
WIA-PA supports two-level aggregation (i.e., data aggrega-
tion at the application layer and packet aggregation at the
network layer), while ISA 100.11a and WirelesHART only
support data aggregation function; from the perspective of
frequency hopping technology, WIA-PA adopts AFH that
only changes the working frequency when interference is
detected on the operating channel. Different from WIA-PA,
both WirelessHART and ISA 100.11a adopt the blind fre-
quency hopping (BFH) with or without whitelisting, which
inefficiently hops over all possible channels without con-
sidering channel variations according to a pseudo-random
sequence.

3 Performance analysis

3.1 System architecture

The WIA-PA network mainly employs the two-level hybrid
network architecture in which the first level forms a mesh
and the second level consists of a group of clusters. In the
following, we will demonstrate the advantages of two-level
hybrid network architecture (WIA-PA) over the pure mesh
architecture (WirelessHART and ISA 100.11a) in terms of
communication overhead.

Network scenario Consider a mesh network with one gate-
way, h hops and Ni(1 ≤ i ≤ h) nodes at hop i (shown in
Fig. 2). Thus, the number of sensor nodes in the network
could be calculated as N = N1 + N2 + . . . + Nh. In com-
parison to the mesh network, the mesh-star network also
takes routing devices into account. Similarly suppose that
the mesh level of the mesh-star network is with one gateway,
h′ hops and N ′

i (1 ≤ i ≤ h′) routers labeled as 1, 2, ..., N ′
i at

hop i (shown in Fig. 3), and denoteN ′ = N ′
1+N ′

2+. . .+N ′
h′

the number of routers in the mesh-star network. Each clus-
ter at (i, j) consists of one routing device1 and nij (nij ≥ 0)

1For simplicity, this paper assumes that any routing device cannot be a
member of other clusters.
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Fig. 3 Mesh-star network mainly employed by WIA-PA

associated sensor nodes, where pair (i, j) denotes the ID of
the j th cluster at hop i.

For fair comparison, assume that the quantities of sen-
sors for both network architectures are equal, i.e., N =
∑h′

i=1
∑N ′

i

j=1 nij and both mesh-level networks employ the
same routing algorithm. Without loss of generality, the min-
imum hop routing algorithm is employed throughout this
paper, and the minimum hop routing algorithm is performed
at the gateway and lies in the scope of graph routing that is
widely adopted by IWNs. In this section, we will only study
the downlink case where data originates from the gateway
and is transmitted to the sensors. For ease of analysis, error-
free communication is assumed. The following analysis will
be done for two representative communication patterns in
IWNs.

(1) Flooding: Network flooding has been investigated
extensively for network-wide dissemination of commands,
configurations, and code binaries in WSNs, and has been
formed the basis for a wide range of network operations,
such as routing and time synchronization. In order to allow
complete information update within the network, for a mesh
network, apart from the nodes at hop h, each other node
in the network only has to carry out one broadcast (i.e.,
only the first received broadcast message is rebroadcast and
other outdated messages at each node are discarded), while
for a star-mesh network, only router devices conduct broad-
cast. Consequently, the number of needed transmissions
for the mesh network (NFm ) and the mesh-star network
(NFms ), termed hereafter as communication overhead, can
be calculated as follows:

NFm = 1+N1+N2+. . .+Nh−1 = N+1−Nh = O(N) (1)

and

NFms = 1 + N ′
1 + N ′

2 + . . . + N ′
h′−1︸ ︷︷ ︸

mesh

+N ′
1 + N ′

2 + . . . + N ′
h′

︸ ︷︷ ︸
star

= 2N ′ + 1 − Nh′ = O(N ′). (2)

Note that the processing overhead for those overheard
packets during flooding is neglected when calculating the
communication overhead, and this is reasonable since com-
munications usually dominate the energy consumption and
the delay of wireless transceivers.

(2) Unicast: Unicast mainly happens when the net-
work manager configures ID, address, and routes for
each node during the network initialization period. For
a mesh network, the number of transmissions for updat-
ing nodes at hop i is iNi , and thus the communica-
tion overhead of unicast in the mesh network NUm is
given by

NUm = N1 + 2N2 + . . . + hNh = O(h2N). (3)

In contrast, the mesh-star network takes advantages
of the distributed management function of cluster heads
[27] to reduce the unnecessary communication. Specif-
ically, the information distribution process in the mesh
level of the mesh-star network is the same as that in
the mesh network, while in the cluster level, each clus-
ter head abstracts the cluster resource information (e.g.,
time slots and channels) allocated by the Gateway and
distributes the configuration information to its associated
cluster members via unicast. In other words, for each clus-
ter (i, j), nij transmissions are needed. As a result, we have
the communication overhead of unicast in the mesh-star
network

NUms = N ′
1 + 2N ′

2 + . . . + h′N ′
h′

︸ ︷︷ ︸
mesh

+
h′

∑

i=1

N ′
i∑

j=1

nij

︸ ︷︷ ︸
star

= N ′
1 + 2N ′

2 + . . . + h′N ′
h′ + N

=
{
O(N), if (h′)2N ′ = O(N)

O((h′)2N ′), if N = O((h′)2N ′) (4)

From Eqs. 1 and 4, we conclude that as shown in Table 2,
both NUI

and NFI
(I ∈ {m,ms}) completely depend on

the scale of the mesh topology (formed by sensors in the
mesh network, while by devices in the mesh-star network).
Observed from Table 2, as the number of routing devices is
normally far less than that of sensors, the mesh-star network
will achieve considerable overhead saving in comparison to
the mesh network, especially when unicast communication
is considered.

Table 2 Communication overhead Comparison between mesh and
mesh-star architectures

Mesh Mesh-star

Flooding O(N) O(N
′
)

Unicast O(h2N) O((h
′
)2N

′
) orO(N)
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Comment 1: No requirement on clustering algorithms of
WIA-PA network is imposed in this paper, and this means
that the above communication overhead analysis will
continue to hold for any clustering scheme.

Comment 2: In practice, convergecast communication
that periodically collects data from sensors to gate-
way dominates the uplink communication. With respect
to convergecast, the mesh-star architecture is with the
same order of communication overhead as the mesh
architecture; however, the mesh-star architecture adopts
two-level aggregation which will help reduce energy
consumption shown in Section 3.2.

3.2 Aggregation function

Two-level aggregation is another feature of WIA-PA, since
ISA 100.11a and WirelessHART only support one-level
aggregation, i.e., data aggregation. It is well-known that
aggregation allows combining multiple small packets into
large ones and thus reduces unnecessary overhead due to
packet headers [28–31]. This subsection will show how
many bits and packets can be saved by the two-level aggre-
gation.

Consider a WIA-PA network with one gateway, h levels
(hops) of routing devices, with Ri (1 ≤ i ≤ h) routers at
hop i and nij sensors in cluster (i, j). Taking cluster (i, j)

as an example, we label its cluster members as Fijt (0 ≤
t ≤ nij ), where Fij0 represents the head of cluster (i, j).
Sensor Fijt will periodically report to the Gateway via Fij0.

Suppose that the data packet of Fijt is with the size lij t ,
lij t = H+dijt , whereH denotes the length of packet header
(that is specified by WIA-PA) and dijt the payload size of
sensor t in cluster (i, j).

1) Packet Aggregation: Packet aggregation is employed
by cluster head to reduce the transmitted bits. Before
packet aggregation, we have the number of bits pro-
duced by cluster (i, j)

Bij =
nij∑

t=1

lij t Iij t (5)

where Boolean indicator Iij t = 1 if sensor Fijt has data
to transmit, and Iij t = 0 otherwise (Fig. 4).

Then we continue to calculate the amount of bits
at Fij0 after packet aggregation, which is equiva-
lent to the following problem (P): How many bits
in total are needed by packet aggregation to guaran-
tee the delivery of payload in Cluster (i, j)? Obvi-
ously, at least the size of payload,

∑nij

t=1 dijt Iij t , should
be counted. Consequently, problem P reduces to the
calculation of the total packet header cost, i.e., the
number of packets (since H bits per header is spec-
ified). Let L (L > H ) denote the maximum length
of each packet, then we need NP,ij packets to pack
the payload

NP,ij =
⌈∑nij

t=1 dijt Iij t

L − H

⌉

(6)

Fig. 4 Illustration on the
process of packet aggregation
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where all packets except the last one are maximum
sized, and the number of these maximum sized packets,
denoted as NP−max,ij , is given by

NP−max,ij =
⌊∑nij

t=1 dijt Iij t

L − H

⌋

(7)

where �·� and �·	 represent the Ceiling and the Floor
functions, respectively.

Base on the above analysis, after packet aggregation
the total number of bit at Fij0 will therefore be

Aij = NP,ijH +
nij∑

t=1

dijt Iij t . (8)

2) Data aggregation: Most of the current commercial sen-
sors off the shelf can sense multiple physical parame-
ters, such as pressure, temperature, humidity, etc. In the
multi-object case, data aggregation can further reduce
the bits cost due to the application layer header, by com-
bining multiple small application layer data packets for
different physical observations into large ones.

We shall note that the principles in Eqs. 5 and 8
are perfectly applicable to the analysis of data aggre-
gation if sensor nodes and separate objects in data
aggregation are compared to cluster heads and sensors
in packet aggregation (shown in Fig. 5), respectively.
Therefore, we just skip the analysis for data aggregation
and for ease of exposition we assume that application
layer packets after data aggregation remain not max-
imum sized. For the rest of this paper, we continue
to use notation dijt to represent the length of applica-
tion layer packet (i.e., network layer payload) after data
aggregation, at sensor t in cluster (i, j).

3) Retransmission The industrial communication is inher-
ently one classification of machine-to-machine (M2M)
communications [32, 33], in which packets are com-
monly very small. Therefore, the reasonability of the
error-free assumption holds for the small packets com-
munication. However, the increase of packet length due
to the two-level aggregation will lead the increase of the
packet error rate at the receiver side. In this paper, trans-
mission error rate p(l) is modeled as the function of
packet length l. In order to characterize the dependency
between packet length and packet error rate, we made
the experiment shown in Fig. 6. The experiment setup
that we consider comprises two nodes, S1 (transmitter)
and S2 (receiver), that communicate over an unlicensed
channel. For each different packet length (10, 20, 30,
. . ., 60 bytes), S1 sends one packet to S2 every 500ms
until the number of transmitted packets reaches 104.
The S2 then calculates the error rate (including bit
error and packet loss) based on the achieved statisti-
cal data. Notice that in order to avoid noisy factors,
the experiment was done in an obstacle-free anechoic
chamber.

The experimental results are depicted in Fig. 7 and
each point in Fig. 7 is averaged over 104 packets. Fig. 7
indicates that error rate is a monotonic increasing func-
tion of packet length and the increasing rate grows
fairly rapid at the large size period. As shown in Fig. 7,
the curve looks like the right branch of a quadratic
function. Error-free assumption obviously does not
hold in the case of large packets, for which we con-
sider retransmissions performed by some Automatic
ReQuest (ARQ) protocols at link level to compensate
for transmission errors. As a result, the average number
of transmissions n̂ required over each hop to reliably
transmit a packet with length l is given by 1

1−p(l)
.

Fig. 5 Similarity between data
aggregation and packet
aggregation
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Fig. 6 Experiment setup

Finally, considering the WIA-PA network topol-
ogy under investigation and summing over all clusters,
we finally achieve the effective number of the totally
needed bits Anet

Anet =
h∑

i=1

Ri∑

j=1

i

(
L × NP−max,ij

1 − p(L)
+ �ij

1 − p(�ij )

)

(9)

where �ij = Aij − L × NP−max,ij denotes the length
of the unique unsaturated packet at Fij0.

With Eqs. 5 and 9 in hand, the number of ’saved bits’

net is given by


net =
h∑

i=1

Ri∑

j=1

iBij − Anet =
h∑

i=1

Ri∑

j=1

i
ij (10)

where 
ij = Bij − L×NP−max,ij

1−p(L)
− �ij

1−p(�ij )
.

When the maximum length of packetL is small (e.g.,
L ≤ 40 bytes), the error rate in Fig. 7 is so small that
the error-free assumption holds reasonably. Then, 
ij

could be approximated as follows:


ij ≈ Bij − L × NP−max,ij − �ij

= Bij − Aij

=
(⌈∑nij

t=1 dij t Iij t

L−H

⌉

− nij

)

H (11)

As parameters L, H and nij in Eq. 11 are fixed, it is
obvious that 
ij only depends on the size of payload.
Specifically,


ij

{
> 0,

∑nij

t=1 dij t Iij t < (nij − 1)(L − H)

= 0, (nij − 1)(L − H) ≤ ∑nij

t=1 dij t Iij t < nij (L − H).

(12)

Fig. 7 Error rate as a function
of packet length
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Equation 12 tells us that two-level aggregation will
always yield bits saving except for some special cases,
e.g., original packets of sensors are almost all maxi-
mum sized.

However, in case of large L (e.g., L ≥ 50 bytes in
Fig. 7), the advantage of aggregation function becomes
diminishing, and thus the revaluation of Eq. 10 is
needed. Due to the lack of an analytical expression for
p(l), the sign of 
ij only can be judged in a numerical
way. To avoid the complex revaluation process, we do
not recommend the use of large L in practice.

4.) Saved packets by packet aggregation
As data aggregation function is supported by WIA-

PA, WirelessHART, and ISA 100.11a, this subsection
needs only to compare the overhead of converge-
cast communication for two cases, i.e., with packet
aggregation (WIA-PA) and without packet aggregation
(WirelessHART and ISA 100.11a).

Obviously, in one convergecast period the number
of original packets in WirelessHART or ISA 100.11a
networks is given by

NWP =
h∑

i=1

Ri∑

j=1

nij∑

t=1

Iij t . (13)

While for WIA-PA networks, we know that from
Eq. 7 the number of aggregated packets at cluster head
Fij0 is NP,ij , and thus the number of aggregated pack-
ets at the mesh-level of WIA-PA networks is as follows:

NWPA =
h∑

i=1

Ri∑

j=1

⌈∑nij

t=1 dijt Iij t

L − H

⌉

. (14)

It is straightforward to show that

NWP − NWPA = ∑h
i=1

∑Ri

j=1

{∑nij

t=1 Iij t −
⌈∑nij

t=1
dij t Iij t

L−H

⌉}

≥a

∑h
i=1

∑Ri

j=1

{∑nij

t=1 Iij t −
⌈∑nij

t=1 Iij t

⌉}

= 0 (15)

where “≥a” follows from
dij t

L−H
≤ 1, ∀i, j, t ,

and NWP = NWPA holds if and only if 0 ≤
∑nij

t=1

(
1 − dij t

L−H

)
Iij t < 1. Similar to Eq. 11, the

number of the ’saved’ packets (the gap between NWP

and NWPA) depends on the payload size
∑nij

t=1 dijt Iij t ,
∀i, j .

3.3 Frequency hopping

Frequency hopping, as a class of frequency diverse commu-
nication protocols, has been commonly used as a method for
IWNs to enable sharing of the 2.4GHz Industrial, Scientific
and Medical (ISM) band with other proximate networks,
such as IEEE 802.11b/g networks, Bluetooth networks, etc
[34, 35]. Both blind frequency hopping (BFH) and adaptive

frequency hopping (AFH) are widely used frequency hop-
ping techniques by IWNs, where the former is favored by
the WirelessHART and ISA 100.11a [25, 26] and the latter
by WIA-PA [27, 40].

With BFH each node uniformly hops over all 16 channels
of 2.4GHz ISM band. Whitelisting is an advanced variant
of BFH, in which two neighbor nodes agree upon a subset
of the available channels and hop only over that subset of
channels. The disadvantage of BFH is the ’blindness’, i.e.,
nodes simply hop over some subsets of channels accord-
ing to some Pseudo-random channel sequence, regardless of
the current state of the operating channel. Suppose that one
node switches from a good channel to a congested one, and
then this hopping will produce interference instead of miti-
gating interference. In contrast, AFH allows nodes to choose
working channels according to the historical statistics of
channel state. Obviously, an effective AFH will help to
reduce the probability of inefficient hopping, e.g., switches
from good channels to bad channels.

As we know, aside from collision, IEEE 802.11b/g
networks is the main interferer to IWNs [36–38]. There
are two reasons. First, the transmission power of IEEE
802.11b/g devices is much higher than that of IEEE
802.15.4 devices, and this means the transmission of IWNs
devices will fail as long as other collocated IEEE 802.11b/g
devices are working on the same channel. Second, IEEE
802.11b/g and IEEE 802.15.4 channels are highly over-
lapped. Specifically, as shown in Fig. 8, we observe that
channels are completely dominated by the IEEE 802.11b/g
networks except for four channels (channel 15, 20, 25,
and 26). However, restricting the number of available
channels (e.g., the four interference-free channels) may
not be an efficient way to mitigate interference form other
sources and in fact increases the chance that collocated
IWNs will interfere with each other.

To illustrate the power of AFH approaches, in this section
we propose a simple strategy that is able to dynamically
switch the channel on which nodes communicate, and use
as many channels as possible, even in the presence of
active IEEE 802.11b/g devices. Let F := {11, 12, . . . , 26}
denote the channel set, i.e., the set of all 16 available chan-
nels of IEEE 802.15.4 over which AFH is applied. Each
element i ∈ F uniquely corresponds to one channel in
2.4GHz ISM band. For ease of presentation, we denote
the three overlapping channels of IEEE 802.11b/g networks
in Fig. 8 as Ca ({11, 12, 13, 14}), Cb ({16, 17, 18, 19}),
and Cc ({21, 22, 23, 24}), respectively. Motivated by the
fact that the channel CI (∀I ∈ {a, b, c}) is unavailable
once IEEE 802.11b/g interference is detected on any chan-
nel within CI , we conclude the rational of our strategy,
i.e., jumping out of the channel set that is occupied by
active IEEE 802.11 devices. Let co and cn (co, cn ∈ F)
denote the ID of the current operating channel and the next
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Fig. 8 IEEE 802.11b/g and
IEEE 802.15.4 channel overlap

working channel, respectively. Mathematically, cn could be
calculated if channel co is detected unavailable

cn = co ⊕ So (16)

where ⊕ is addition modulo 16, and integer So (1 ≤ So ≤
15) represents the hopsize of frequency hopping. In addi-
tion, the choice of So is subject to the following condition:

co ⊕ So /∈ CI (17)

if co ∈ CI holds for some I ∈ {a, b, c}. Obviously, due to
the fixed cardinality of each CI (|CI | = 4), I ∈ {a, b, c},
any So ∈ {4, 5, 6, ..., 15} will satisfy condition Eq. 17.

Let us consider a concrete example. Suppose a pair of
WIA-PA nodes are communicating on channel co and IEEE
802.11b/g devices then start to work on this channel. For
simplicity, here we set So = 5 for any starting channel co.
Next, we discuss the calculation of cn under different rep-
resentative settings. Let I(Ca) = 1 denote the case that
channel Ca is occupied by IEEE 802.11b/g network, and
I(Ca) = 0 otherwise.

Case 1: co = 11, I(Ca) = 1, I(Cb) = 0, I(Cc) = 0:

cn = 11 ⊕ 5 = 16

Notice that cn ∈ I(Cb) together with I(Cb) = 0 implies the
successful transmission of this frequency hopping.

Case 2: co = 17, I(Ca) = 0, I(Cb) = 1, I(Cc) = 1:

cn(1) = 17 ⊕ 5 = 22, cn = cn(1) ⊕ 5 = 11

where cn(1) representing the ID of the first hopping channel
lies in the unavailable set Cc, and this implies the failure of

the first hopping. However, the second frequency hopping
cn = 11 is successful, since cn ∈ I(Ca) and I(Ca) = 0
hold at the same time.

If the channel state is time-invariant during a long obser-
vation period, we can simply calculate the transmission
reliability pi of BFH for Case i (i = 1, 2),

pi = 4 × ∑
I∈{a,b,c} I(CI )

16
=

∑
I∈{a,b,c} I(CI )

4
, (18)

i.e., p1 = 75 % and p2 = 50 %, while the proposed
AFH algorithm Eqs. 16 and 17 nearly guarantees 100 %
transmission reliability.

However, the assumption of time-invariant channel over
a long period is impractical. In the rest of this paper, assum-
ing that each CI (I ∈ {a, b, c}) independently follows a
Bernoulli process, we compare AFH with BFH in terms of
transmission reliability through simulation. Specifically, in
each time slot, each CI is available with probability pI and
unavailable 1 − pI . In the simulation, we assume that all
pI s are equal, i.e., pI = p. Fig. 9 shows the comparison
results between AFH and BFH for p ∈ [0.1, 0.9]. For each
given p, 104 successive time slots are observed and trans-
mission reliability is defined as the ratio of the number of
transmission failures to the number of total transmissions
(104). For fair comparisons, an arbitrarily chosen c0 is used
for both AFH and BFH, and each of those four channels
unoccupied by IEEE 802.11 networks is independently gov-
erned by a Bernoulli process with p̂ = 0.9. From Fig. 9, we
observe that ACH noticeably outperforms BFH, especially
in the case of small p. Notice that when p = p̂ = 0.9,

Fig. 9 Reliability comparison
between AFH and BFH
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all 16 channels are with the same reliability and thus ACH
and BCH curves almost coincide at p = 0.9. Apart from
transmission reliability, energy consumption is another con-
cern in IWSNs, since the sensors are usually powered by
non rechargeable batteries. Frequent frequency hopping will
lead massive power consumption on switching channels.
For this, Fig. 10 shows the comparison between AFH and
BFH in terms of channel switching numbers. We observe
that the switching number for AFH is much smaller than
that for BFH even in the case of high error rate (i.e., p =
0.1), and this advantage over BFH enlarges as the channel
becomes better.

4 Open discussion

Although WIA-PA is able to carry out monitoring tasks
fairly well, significant advances are required before being
applied to the reliable, real-time, industrial control applica-
tions. Judging the fact that the features ofWIA-PA standards
are not efficiently leveraged in the current protocols design,
in this section we shall highlight three promising directions
for future research.

(1) Two-phase resource allocation schemes: So far we
have discussed the mesh-star architecture of WIA-PA
network in Section 3.1. Due to the hybrid nature of
mesh-star architecture, conventional time slot/channel
scheduling formulations for wireless mesh networks
are no longer suitable for WIA-PA networks. Though
sporadic contributions on resource allocation in WIA-
PA networks have shown up [14, 15], the opti-
mization framework of the hybrid resource alloca-
tion is still missing. Therefore, great effort should
be first devoted to the formulation of resource allo-
cation for the hybrid architecture. It is not difficult

to imagine the NP-hardness of the resource alloca-
tion problem in WIA-PA network (the generaliza-
tion of traditional NP-hard scheduling problems in
wireless mesh networks [39]). Therefore, efficient
heuristic solution methods will be the second step to
work on.

Concerning about time efficiency, two-phase
resource allocation schemes are desirable, where
the first phase happens at the mesh level aiming for
resource allocation among cluster heads (routers), and
the second phase happens within clusters, responsible
for the resource allocation among cluster members
(sensors). As normally both the number of clusters
and the average cluster scale are not so large, the com-
plexity of two-phase resource allocation schemes are
reasonable.

(2) Energy-aware aggregation scheduling: Two levels
of aggregation in WIA-PA networks, data aggrega-
tion and packet aggregation, have been discussed in
Section 3.2. To fully utilize the benefit of aggrega-
tion function, transmission scheduling should create as
more as possible opportunities for aggregation, which
to the maximum extent possible reduces the energy
consumption but at the cost of large latencies for some
packets. On the other hand, many real-time applica-
tions impose stringent delay requirements, and ask for
time-efficient schedules to guarantee end-to-end trans-
missions with strict deadlines. Obviously, there exists
an inherent tradeoff between energy consumption and
real-time property.

Unlike traditional wireless sensor networks, power
consumption is with a lower priority than other metrics
like real-time property and reliability in IWNs. There-
fore, energy-aware aggregation scheduling subject to
real-time deadlines is considered as an important topic

Fig. 10 Normalized switching
number comparison between
AFH and BFH
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to follow. Similar to the conventional time-efficient
transmission scheduling, energy-aware aggregation
scheduling is also NP-hard and efficient heuristics
fulfilling real-time property are expected.

(3) Cognitive AFH schemes: Current AFH schemes [40,
41] could work well despite of external interference,
as seen in Section 3.3. However, there is still an
another class of interference to be dealt with, i.e.,
intra-interference, which defines the interference from
the other nodes of the same network or other collo-
cated networks employing AFH. As each node inde-
pendently switches the operating channel according
to its own wisdom, intra-interference is shiftable but
not predictable with respect to frequency and time,
which is quite different from the external interfer-
ence (always on fixed channels, probably fixed time
according to historical data, and non-shiftable). For
this reason, the nodes using AFH schemes need col-
laboration to decide which channel to switch to, which
may introduce a significant overhead in coordination.
That is because nodes need to continuously scan all
channels for interference levels and also to ensure
that while communication nodes choose the same fre-
quency, neighboring node pairs use different channels.
As far as we know, there is still vacancy in hopping
strategies to be followed for AFH approaches in the
WIA-PA networks.

Spectrum allocation schemes in Cognitive Radio
Networks (CRNs) have been extensively investigated,
in which cognitive radios share or contend the usage
of spectrum holes those are temporally not occu-
pied by primary users. Judging the similarity between
AFH in WIA-PA networks and the spectrum alloca-
tion in CRNs, we believe that lightweight coordination
schemes for the harmonious use of good channels
could be expected in near future.

5 Conclusion

This paper has studied three salient features ofWIA-PA, i.e.,
mesh-star architecture, two-level aggregation, and adaptive
frequency hopping. With respect to these three features,
comparison analysis between WIA-PA and the other two
mainstream standards (WirelessHART and ISA 100.11a) is
carried out in detail. Results have shown that mesh-star
architecture outperforms star architecture in terms of com-
munication overhead for both the flooding and the unicast
cases; two-level aggregation allows WIA-PA networks to
save considerable bits saving, even if the retransmission
cost due to large packets is considered; AFH enables WIA-
PA networks to achieve higher transmission reliability than
WirelessHART and ISA 100.11a networks favoring BFH.

Finally, base on the state-of-the-art protocols of WIA-PA,
we conclude three promising directions for future research,
i.e., two-phase resource allocation schemes, energy-aware
aggregation scheduling, and cognitive AFH schemes. Fur-
thermore, in the future, we will evaluate excrements in a
multi-hop scenario.
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