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Abstract With an evolution of 5G and related technolo-
gies, there is a need of high data rate transfer between
different communication objects such as vehicles, sensor
nodes, or mesh clients connected to the Internet to main-
tain Quality of Service (QoS) at various levels. As vehicles
in Vehicular Ad Hoc Networks (VANETs) are mainly used
for safety related applications, so there is a need of an effi-
cient QoS-aware data dissemination for various applications
in different regions especially in dense urban regions where
congestion is one of the major issues. Hence, to address
this issue, in this paper, we propose a new mechanism to
maintain QoS for data dissemination among the different
vehicles in VANETs. An intelligent forwarding mechanism
is used by newly defined metric which assigns weights to
the different routing paths from source to destination. Sep-
arate algorithms are designed for route construction, and
maintenance in the proposed scheme. The performance of
the proposed scheme is studied by extensive simulations
with respect to various metrics such as delay incurred, per-
centage of active links, and load on the network. The results
obtained show that the proposed scheme is better than the
other state-of-the-art existing schemes in the literature.
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1 Introduction

Vehicular ad hoc networks (VANETs) have emerged as a
new class of efficient data dissemination from past few
years. In VANETs, vehicles act as an intelligent machine for
data collection and processing from various other devices
connected to the Internet by various short and long range
transmissions using IEEE 802.11 a/b/g, and 802.11p/WAVE
standards [1, 2]. For communication am-ongst among vehi-
cles and through using RSU, IEEE 802.11p/WAVE standard
is formed. In the Wireless Access in Vehicular Environment
(WAVE), the data exchange takes place in 5.9 GHz licensed
band. For short range and medium range communication,
Dedicated Short Range Communication (DSRC) Standards
and protocols are used. In 1999, 75 MHz spectrum was allo-
cated for Intelligent Transportation System (ITS) so that
users can access various services even with higher veloc-
ity. For connecting any device like laptop, Personal Dig-
ital Assistants (PDA), and desktops using these standards
with Internet, the device must be uniquely identifiable.
This unique identification and their virtual representation
is termed as Internet of Things (IoT) which is one of the
core technologies in 5G networks [4]. Connecting vehicles
to 5G is no exception, although its communication requires
complex infrastructure and synchronization between multi-
ple partners so that they can access various resources from
the Internet seamlessly. The mutual exchange of informa-
tion between cars for safe driving is one of the applications
of IoT in 5G networks [5].

With an advancement of technology and availability of
higher frequency bands, there has been an evolution of
4G technology from 3G in which 1Gbit/s speed is offered
for short distance communication. In contrast to previous
evolutions, there is a less scope of improvement in terms
of frequency bands, and channel bandwidth in 5G. With
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an increase in number of devices connected to internet,
there can be extremely dense networks with high data rates
required along with other constraints associated in these
dense regions. So, there is a requirement of an efficient
solution to overcome this problem. 5G aims to improve not
only peak bit rates but aiming to solve scalability prob-
lem, battery consumption problem, coverage, latency, cost
of deploying infrastructure and versatility problems also.

Although many state-of-the-art protocols are already
available for routing in VANETs, but these solutions are not
adequate to provide QoS to various applications in these
networks. The existing solutions in literature can be clas-
sified into opportunistic or geographic routing protocols
[7–14].

Intelligent Transport System (ITS) integrates advanced
electronics, communications, wireless sensor technology,
and information for the sake of safety of the passengers
[6, 9]. ITS can be broadly classified into two categories
as: Road to Vehicle communication (V2I/RVC) and Inter-
Vehicle Communication (V2V/IVC).

Keeping focus on all the above points, in this paper,
we propose a novel QoS-aware routing algorithm which is
quickest to route the packets to the destination from any
source. Four parameters are taken for Intelligent Forward-
ing (IF) which along with reward penalty function is used to
assign weight to a link. The calculation to route is computed
using Dijksatra algorithm [16] which is described in detail
in the coming sections. The protocol works successfully for
both sparse and dense regions in VANETs, but its perfor-
mance is found better for dense urban regions.. The main
objective of this paper is to achieve high packet delivery
ratio (PDR) in shortest time with minimum overhead. The
protocol overcomes broadcast storm, and gray zone prob-
lems which exist in most of the earlier solutions. Also, the

proposed scheme recovers quickly in case of link failures to
avoid fault tolerance issue.

In this paper, we have used a Hybrid architecture in
which road side units (RSUs) are installed along the road
and vehicles are equipped with Application Unit (AU) for
communication amongst themselves and RSUs. VANET is
a distributed, self-organized communication network with
moving vehicles and fixed RSU.

For communication amongst vehicles, VANET architec-
ture comprises of two main components namely AU, and
On board Unit (OBU) which are installed within vehi-
cles. An important component for vehicle to infrastructure
communication is RSUs, which may be installed statically
along the roads at specific distances. These RSUs may
be connected to gateways which in turn connected to the
Internet. For vehicle to infrastructure communication, fixed
RSUs act like a router and are service providers to the
AUs and OBUs installed in vehicles. AUs and OBUs may
act as consumers and use wireless standards like IEEE
802.11p and 802.11 a/b/g for communication [15]. AU on
one vehicle communicate with AU of other vehicle or to
RSU through OBU. These AUs might be integrated with
OBU to form a single unit or may be a separate device
placed in vehicles. The communication from RSU can
be either through Dedicated Short Range Communication
(DSRC) or using IEEE 802.11 a/b/g standard as shown in
Fig. 1.

The roads considered in the proposed scheme are bidi-
rectional and each direction has 2 lanes. There are N
vehicles in the network following Freeway mobility model.
With the movement of vehicles, the network topology
changes continuously. To minimize the effects of loca-
tion changes, Mobile Internet Protocol Version 6 (MIPV6)
is used.

Fig. 1 Network Model used
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Table 1 Symbols and their meaning

Symbols Meaning

RFi,j Reward Function of link between i & j

RPi,j Reward penalty value of link between i & j

ζ Threshold value for RF

φ Threshold time

S,D Source and Destination

LV Leaving Vehicle

IFi,j Intelligent forwarding of link

Weighti,j Calculated weight metric of link

distance[] Cumulative weight from source to destination

parent[] Array used to calculate the best path

IEEE 802.11a supports 8 data rates with a maximum
of 54 Mbps and minimum of 6 Mbps. It supports 12 non
interfering channels while IEEE 802.11b has 3 non interfer-
ing channels with four data rates varying from 1 Mbps to
11 Mbps. Each vehicle has necessary infrastructure to use
multiple interfaces from these standards.

Rest of the paper is organized as follows. Section 2
gives the detailed explanation of the proposed scheme. The
performance evaluation is discussed in Section 3. Finally,
conclusions and future work are described in Section 4.

List of various symbols used in the paper along with their
meaning are given in Table 1.

2 Proposed scheme

Based upon the above issues and challenges, this section
illustrates the proposed solution to the problems discussed
as above. Every node is assumed to have GPS installed
to know its position. Though GPS is not accurate, the
nodes exchange beacon messages in order to know their
speed, direction in which they are moving and exact loca-
tion. The node keeps data in distributed hash table (DHT)
and < key, value > pair is stored for fast searching. The
repository is maintained and shared in peer-to-peer manner
amongst other vehicles. The proposed solution consists of
various phases such as calculation of reward-penalty, intel-
ligent forwarding, weight calculation and construction and
maintenance phases which are described in detail in coming
section.

2.1 Reward-penalty (RP) function

We have used the concept of reward-penalty for efficient
transmission from source to destination which is explained
as follows. When a new node enters in to the network, the

link connecting to other node is having RP value of 0.5.
Vehicles exchange beacon messages while moving to know
the neighbors, their location and velocity. For the vehicles
within the transmission range of other vehicles, the time
taken for successful delivery of hello packet determines
whether vehicle gets a reward or a penalty using following
function:

RewardFunctioni,j = Distancei,j

LinkSpeedi,j

(1)

If the Reward Function (RF) value,i.e., RFi,j ≤ ζ , then
there is a reward of 10 % to current RPi,j . If RFv > ζ ,
then there is a penalty of 10 % to current RPv . The next
RFi,j is calculated after φ time interval and if RFi,j ≤ ζ ,
there is a reward else a penalty of 10 % . As the vehicles
move links will be broken and after some time RPv for that
link becomes very low. Following condition is tested for the
same:

0 ≤ RPi,j ≤ 1 (2)

If the link persists with good speed and less distance, then
RPi,j goes higher. According to Eq. 2, the RPi,j must be
less than 1. So the RPi,j approaching to 0 is considered
as very poor link and the link whose RPi,j tends to 1 is
considered reliable and trusted link for data transmission.

2.2 Intelligent forwarding

There are four factors on which the next link is selected.
These are defined as follows.

Link stability: The link must have maximum bandwidth.
Distance: The maximum distance towards the destination.
Speed: The vehicle having maximum speed towards des-

tination is given priority.
Density: The vehicle moving in high density area is given

preference over vehicle moving in less dense area. Based
upon the above four parameters, we have defined the
following:

IFi,j = IFMax

(
α

LinkStability
+ β

Distance

+ γ

Speed
+ δ

Density

)
(3)

The value of IF is stored in an array data structure.

2.3 Weight calculation

The routing is done according to weight computed for each
link. Each link has some RPv as computed above and has a
IF as computed in Eq. 3. The weight for each link is directly
proportional to IF and inversely proportional to RPv . The
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calculation of weight for link between vertex i and vertex j

is as follows:

Weighti,j = IFi,j

RPi,j

(4)

Using the value of the variable in Eq. 4, packets are sent
to their final destination.

2.4 Construction phase

Every vehicle calculates the weight of link according to
Eq. 4. These links are exchanged by vehicles along with
hello messages. When source vehicle (S) decides to transmit
a message to a particular destination (D), it has the complete
knowledge of the position and weights of links between
vehicles. It uses the modified Dijkstra’s algorithm [16] to
compute the shortest path based upon weights calculated by
the < Reward, IF > value.

As described in Algorithm 1, first the distance of S is
assigned zero as it is the origination vehicle, rest all links
are assigned very high value. All the links are added to
a priority Queue Q and covered nodes are included into
array u. The priority queue is preemptive in nature as
with changing network the queue also changes. For each
adjacent vertex of v, the vehicle having minimum weight
is assigned u. The combined weight of its parent in v

and the weight of vertex is assigned X. If this X is less
than the distance of u, then distance of u is assigned to

X and parent of u is assigned to v. This process con-
tinues till destination is not reached. Once destination is
reached, then the distance vector and parent vector are
returned from which the path from source and destination is
computed.

2.4.1 Time complexity

The first phase (lines number 1–8), i.e., updating the dis-
tance and parent for all the vertices take O(V ) time. Line
number 9 takes O(log(V )) time. While loop from line 10
to 20 runs for all the vertices, i.e., V times. Line number
11 takes O(1) time and it is being in while loop runs for V
times. While loop from line number 12-19 again runs for V
iterations. Within it is decrease key operation which takes
O(logV ) time. Extract minimum operation in line number
20 takes O(log(V )) time, which is repeated V times as it is
in while loop.

So, the total complexity of the algorithm 1 is as follows:

Complexity = O(V ) + O(log(V ))

+V (O(log(V )) + O(V log(V ))) (5)

= O(V +log(V )+V log(V )+V 2logV ) (6)

as E = V × (V − 1)
E = O(V 2). O(V) is very small as compared to O(V 2)

hence neglecting it and putting the value in Eq. 6

Complexity = O (V + (V + E) (logV )) (7)

= O ((V + E)(logV )) (8)

Hence, the total complexity is O((V + E)logV )

2.4.2 Space complexity

Initially, there is a requirement to store data structures
namely weight . The space complexity for weight data
structure is O(V 2).

The distance data structure has two components in
each entity namely link to parent and the value itself. The
distance data structure is for all the vertices hence, its space
complexity is O(V ). The extra space consumed by parent

array is also of O(V )

Priority queue is explored for all adjacent vertices taking
O(V ) space.The while loops from line 10 to line number
21 and from line number 12 to 19, use just comparing the
values which takes fixed space.

The space complexity is O(V ) + O(V ) + O(V 2), hence
total space complexity is O(V 2).
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Fig. 2 Shortest path using for Algorithm 1

2.4.3 An example

Consider a scenario shown in Fig. 2, where source S
(marked in yellow) has to transmit message to destination D
(marked in red). The weight metrics calculated according to
Eq. 4 are marked on each edge. The step by step calculation
according to algorithm 1 is depicted in Fig. 3. Each node
has been marked with two parameters as: its distance from
source and its parent. Initially all vehicles, except source,
are having distance ∞ and parent as Null. In second step,
source distance is minimumwithNull as its parent. The dis-
tance of other vehicles from reached vehicle is calculated. In
the third step, vehicle 1 is having minimum distance whose
parent is S. Similarly in forth step, vehicle 4 with parent 1
and in fifth step vehicle 2 with parent as source are selected.
In last step, Destination vehicle, D, is reached with dis-
tance 10 and vehicle 4 as parent. Now by calculating parent
D → 4 → 1 → S, the route is constructed.

2.5 Maintenance phase

There are two conditions that have have been considered in
this phase:

– When an intermediate vehicle in the shortest path leaves
the network or because of any reason one link breaks, or

Fig. 3 Calculation of shortest path for graph used in Fig. 2

– A better path than the existing path is available

In first case, when an intermediate vehicle leaves the net-
work or link breaks, then the path from the source to the
vehicle previous to the leaving vehicle (LV) is the shortest.
We have calculated the shortest path from LV to destination
using Algorithm 1. It may also be possible that an alternate
path from source to destination is shorter. So which ever of
the two paths is shorter the packets are sent through that
path. The sequence of actions for the same is explained in
Algorithm 2.

In second case, when there is a better path available,
the source checks the optimal path after every ψ time and
follows the best resultant path explained in Algorithm 3.

3 Performance evaluation

3.1 Simulation settings

To test the performance of the proposed scheme, extensive
simulations are done using NS2.35 [17] and sumo [19]. The
area used is roads of Patiala city of India. The map of 6 Km
× 4 Km is taken from OpenStreetMap [18] and SUMO [19]
is used to generate vehicle movements. Each road is bidi-
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rectional and all major roads are having two lanes in each
direction. The vehicle moves with a velocity ranging from
10 Km/hr to 100 Km/hr with a data rate of 2 Mbps. The
number of vehicles in a cluster varies from 100 to 500 which
takes care of both sparse and dense scenarios. There are
623 intersections and 1534 number of road segments. Each
simulation runs for a total of 900 seconds. The protocol is
compared with DDOR [8] and SOBP [10] because both of
these protocols have considered similar conditions as used
in the proposed scheme. Following are the routing metrics
against which the protocol is compared and evaluated:

– Delay incurred: This is the amount of time a packet
takes from generation at source to reception at destina-
tion.

– Percentage number of active links: This parameter
indicates the percentage of total links to links active
during transmission.

– Load on network: This parameter indicates the average
load of all the links in the network.

3.2 Results and discussions

Figures 4 and 5 illustrate the variation of delay incurred and
% number of active links which is measured with chang-
ing speed of vehicles and number of vehicles in a cluster.
Figure 6 show the comparison of SOBP [10] and DDOR [8]
with the proposed protocol.

3.2.1 Delay incurred

With an increase in speed of vehicles, delay incurred
increases mainly because of frequent breakage of links and
changing topology. As density increases, the delay incurred
decreases showing the importance of availability of routes
with better link quality. The size of cluster is 20-30 vehicles

Fig. 4 Delay incurred

Fig. 5 Percentage of active links

which vary dynamically. The formation of cluster, election
of cluster head, maintenance and communication is per-
formed according to ALCA [3]. The delay incurred is as
low as only 3 seconds when number of vehicles in a clus-
ter is 400 and speed of vehicles is 10 Km/hr which goes as
high as 24 seconds when the network is sparse and speed
of vehicles is 100 Km/hr. The variation of delay incurred is
depicted in Fig. 4.

3.2.2 % number of active links

As illustrated in Fig. 5, the percentage of active links is
low with very less number of vehicles in cluster because of
less links as most of the vehicles using store-carry-forward
mechanism. As the speed and number of vehicles increase,
the percentage of active links also increases which attains a
saturation 99 % at 70 Km/hr speed and 300 vehicles after
which it again decreases because of increase in turbulence
in the network. Percentage number of active links decreases
to 85 %, when there are 500 vehicles in cluster and speed is
100 Km/hr.

3.2.3 Load on network

Load on the network increases with increase in the average
velocity and number of vehicles in cluster. But the load is
considerably lower in the proposed scheme as it uses link
stability, velocity, density and distance while calculating the
weight of a link for transmitting the message. The load is
1425 Kbps for SOBP and 1140 Kbps for DDOR when aver-
age velocity is 100 Km/hr which is much higher than 760
Kbps of proposed protocol at similar conditions. The load of
proposed protocol is 950 Kbps when there are 500 vehicles
in cluster but load is 1710 Kbps and 1330 Kbps for SOBP
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Fig. 6 Comparison of proposed protocol with SOBP and DDOR
against (a) Load on the network with varying velocity (b) Load on the
network with increasing number of vehicles in a cluster

and DDOR respectively in same conditions. The variations
of load on the network are illustrated in Fig. 6a, b.

4 Conclusion and futute work

With an evolution of 3G, 4G technologies, users are still
demanding high data rates for most of the applications they
are using especially, when they are going from one place to
another. In this regard, it is a challenging task to maintain the
QoS for various applications in vehicular adhoc networks
(VANETs). To address this issue, in this paper, we propose a
new QoS-aware data dissemination for dense urban regions

in VANETs. As the safety messages are the most impor-
tant messages in VANETs, so to choose the best destination
from a source, a new intelligent forwarding mechanism is
proposed. Based upon this newly defined metric, new algo-
rithms for route construction, and maintenance are designed
in the proposed scheme. Finally, performance evaluation of
the proposed scheme is done using extensive simulations
with respect to various metrics. The results obtained show
that the proposed scheme is effective in maintaining QoS
for various applications in the upcoming 5G technology in
VANETs.

In the future, we would like to explore security features
of data dissemination in VANETs. Moreover, geographi-
cal protocols for data dissemination with respect to limited
connectivity would also be explored.
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