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Abstract With a large number of scientific literature, it has
been difficult to search for a set of relevant articles and
to rank them. In this work, we propose a generalized net-
work analysis approach (called N-star ranking model) for
sorting them based on . The ranking of the result is con-
sidered in the mutual relationships between another classes:
keyword, publication, citation. From the model, we propose
two ranks for this problem: the Universal-Publication rank
- (UP rank) and Topic-Publication rank (TP rank). We also
study two simple ranks based on citation counting (RCC
rank) and content matching (RCM rank). We propose the
metrics for ranking comparison and analysis on two criteria
value and order. We have conducted the experimentations
for confirming the predictions and studying the features of
the ranks. The results show that the proposed ranks are very
impressive for the given problem since they consider the
query/topic, the content of publication and the citations in
the ranking model.
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1 Introduction

Nowadays, search engines are the foundation of the Inter-
net. Most users choose search engines as the best solu-
tion for finding the information they want. In the case
the database of the documents is very huge and increases
quickly, the number of the matched documents becomes
very big. Search engine has to apply different techniques
to rank search results for the user query. Most of search
engines suggest the users type the keywords to identify the
content relevant to their needs. Hence, ranking the result for
keyword based query/topic is very important and interesting
problem.

In this work, we study ranking results on keyword
based scientific search engines which are designed for
retrieving scientific publications1. Keywords represent for
queries/topics and the content of publications. There are two
main factors effecting to the ranking results: citations and
contents. Users prefer to see the quality publications which
have many valuable citations. Moreover, the content of cho-
sen publications should be hot topics and must match to the
query/topic strongly. We propose a new concept state rep-
resenting for the relationship of keyword and publication.
Finally, each keyword, citation, publication and state are
proposed to be ranked in our model.

The proposed model are built around the N-star ranking
models, which are studied in our prior works [11, 43, 44]. A
N-star ranking model consists the rank scores of N classes,
which depend to each other. The dependent relationships

1Several famous keyword based scientific search engine are
Google Scholar (http://scholar.google.com), Microsoft Academic
Search(http://academic.research.microsoft.com/), ArnetMiner (http://
arnetminer.org/), etc
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are described by a system of linear equations called con-
straint system. Moreover, there is a core class which affects
and reflects directly to other classes. The existence of the
rank scores is unique and can be estimated by a loop of
computing a linear function.

Figure 1 represents an example of 4 publications
p, q, r, s with 4 citations c, d, e, f . The principle of PageR-
ank’s 2-star model is: (i) a quality publication has many
valuable citations; (ii) a valuable citation comes from a
quality publication and (iii) User may choose a publication
randomly. Thus, the 2-star model is described by the equa-
tions showed in Fig. 1, in which (i) the rank score of a
citation is determined from the rank score of the its citing
publication (Fig. 1- Eqs. 3, 4) and (ii) The rank score of a
publication is determined by d % from the rank scores of
cited-citations and (100 − d) % from the random event that
user choose some publication (Fig. 1- Eqs. 5, 6 and 7 with
d = 50 %).

PageRank is not suitable for the problem since the con-
tent factor is ignored. As an example in Fig. 1, suppose
three keywords A, B, C belong to the publications. Given
query C which publication should be in the first position, q
or s? Also, suppose C is a hot topic. How is it effecting to
the rank scores of publications q and s? Score s has lower
PageRank score, but it is only about topic C. Score q has
higher PageRank score, but it has three topics inside. Thus,
in this case it is not quite convinced by PageRank in which
q is proposed in the first position. Finally, PageRank does
not answer question (ii) since it does not reflect information
linking between the keywords and publications.

To overcome the above questions, we propose a novel
computational model which can measure the probability
of the event that user reads some topic (keyword) and its
publication. Here are four main hypotheses of the new
model.

Fig. 1 Example for N-star ranking models of PageRank and the
proposed model

1. Publication and its states have mutual affects: The qual-
ity of publications is determined by interesting states
and vice versa.

2. Keyword and its states have mutual affects: The hot
keyword is built on its interesting states and vice versa.

3. Citation factor: It is inherited from the PageRank
model. A valuable citation comes from a quality pub-
lication and quality publication receives many valuable
citations.

4. Randomness: It is inherited from the PageRank model.
A user can choose a paper and them choose a state
randomly.

The proposed N-star ranking model consists the rank scores
of 4 classes: State, Keyword, Publication and Citation. State
is the core class of the model. All mutual dependent rela-
tionship between classes are expressed by the help of the
core class. For example, the relationship between Keyword
and Citation is expressed by two mutual direct relationships:
Keyword-State and State-Citation. The main improvement
of the proposed ranking system from PageRank’s ranking
system is that we bring the content (keywords) and the rela-
tionship keyword-publication (states) to the model. Now,
the keyword C has mutual affects with two states (C, q)

and (C, s) whose have the mutual affect to the publications
q and s (See Fig. 1). Our proposed ranking will consider
the ranking scores of two states (C, q) and (C, s) for decid-
ing if q or s is the first position for C. The rank score of a
publication depends on its citations and contents. The pro-
posed ranking systems are more adaptive to keywords based
queries than PageRank.

We classify the ranks for the given problem into two
groups: (i) universal ranks which are independent from
topic/query and (ii) local ranks which are dependent on
the topic/query. Straightforward, universal ranks are more
suitable for general publication ranking and local ranks
are more suitable for scientific topic ranking. In another
way, we classify the ranks into three groups: citation
based, content based and hybrid. The classification is based
on the rank’s behavior that if it considers only citation,
only content or both. PageRank is universal and citation
based. We introduce two simple ranks: (i) RCC (Ranking
based on Citation Counting) which is citation based and
universal; (ii) RCM (Ranking based on Content Match-
ing) which is content based and local. From the proposed
4-star model, we propose universal rank, UP (Universal-
Publication rank), and local rank, TP (Topic-Publication
rank). Both of UP and TP are hybrid since they consider
citation and content both in their formula. The experimental
results point out that: (i) UP is the good solution for general
ranking publication based on the citation and the content
and (ii) TP is the best solution for scientific ranking problem
among considered ranks.
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2 Mathematical background

2.1 N-star ranking models

Given a set A of finite objects {a1, . . . , an}, R is called
a score if it is a non-negative real function on A and∑n

i=1R(ai) = 1. In such a case, (A, R) is called a ranking
model, A is called a class, and R(ai) is called a score of the
object ai . Given N ranking models {(Ai , Ri)}Ni=1, they are
mutually linear if each score Ri is a linear transformation of
others, i.e. there exists a sequence {αij , Wij }Ni,j=1, where αij

is non-negative, Wij = (ω
(ij)
uv )|Ai |×|Aj | is a non-negative

and normalized columns.
In such a case, {(Ai , Ri)}Ni=1 is called a N-linear mutual

ranking model. Note that, a linear mutual ranking model
is not a Markov chain except for the case

∑
iαij = 1

for all j = 1, . . . , N . A linear mutual ranking model
allows us to describe a lot of complicate realistic multi-
ranking systems in which each their sub-ranking system
affects mutually other sub-ranking systems. However, the
model generally does not guarantee for the existing signif-
icant ranking scores (a unique property), and from that we
can not achieve the main purpose. Recently, we have pro-
posed a N-star ranking model, a special case of N-linear
mutual ranking model, and proved that this model exists sig-
nificant ranking score [19, 44]. A N-star ranking model is
simply defined as: Given a N-linear mutual ranking model
{(Ai , Ri)}Ni=1, firstly we emphasize some following con-
cepts: An object ajv affects to an object aiu (denote ajv →
aiu) if αijω

(ij)
uv > 0; A class Ai affects and reflects

directly to a class Aj (denote Ai → Aj ) if ∀ajv ∈ Aj :
∃aiu1, aiu2 ∈ Ai : ajv → aiu2 and aiu1 → ajv , and affects
and reflects to a class Aj (denote Ai � Aj ) if Ai → Aj

or ∃Ak : Ai → Ak and Ak � Aj .

Definition 1 N-star ranking model {(Ai , Ri)}Ni=1 is repre-
sented when there exists a class Ai such that for all j �= i,
(i) αji = 1 and Ai affects and reflects to Aj (Ai � Aj ),
and (ii) αii > 0 and Wii has positive entries. Ai is called a
core of the model.

2.2 PageRank as 2-star ranking model

PageRank model [20, 33] is famous and effective on the
Webpage-ranking field. This model can be applied on the
Scientific ranking field when we consider publications as
Webpages and citations as hyperlinks. Let P and L be the
sets of all publications and citations respectively. For each
citation l ∈ L from publication p to publication q, (p, q ∈
P), we denote p = in(l) and q = out (l). For each publi-
cation p ∈ P , we denote I(p) = {l ∈ L : p = out (l)}
and O(p) = {l ∈ L : p = in(l)}. In the case p does

not cite anywhere, we assume that p cites everywhere, or
O(p) = P . PageRank model constructs the ranking score
for publications based on the following formula:

R
pr

P (p) = d
∑

l∈I(p),q=in(l)

R
pr

P (q)

|O(q)| + 1 − d

|P| (1)

where d ∈ (0, 1) is a constant. Suppose the rank score of a
citation is define as follows:

R
pr

L (l) = R
pr

P (p)

|O(p)| , ∀l ∈ I, p = in(l) (2)

Equation 1 implies that:

R
pr

P (p) = d
∑

l∈I(p)

R
pr

L (l) + 1 − d

|P| . (3)

Equations 2 and 3 imply that PageRank can be presented as
a 2-star ranking model.

Equation 3 is called the master equation of system,
which represents all mutual dependent relationships
among classes. It has two factors: (i) Citation factor,∑

l∈I(p)R
pr

L (l) and (ii) Randomness, 1
|P | . d is the cita-

tion parameter of the model. There is no factor reflecting
contents of publications in the master equation. It will be
appended in the proposed model (Section 4).

2.3 Scientific topic ranking

In this subsection, we propose an idea to evaluate the sci-
entific publications related with a given topic based on their
keywords. It is simply explained as follows: Let K be a
set of all keywords given by publications in P . We denote
K(p) ⊆ K is a set of keywords given in the publication p,
and P(A) = {q ∈ P : A ∈ K(q)} is a set of all publications
containing the keyword A ∈ K.

Definition 2 T is called a topic if T is a set of finite
keywords in K. P(T ) = ⋂

A∈T P (A), a set of all publi-
cations containing all keywords in the topic T , is called a
T -scientific publications.

The aim of our work is firstly to give a significant ranking
score on a class T -scientific publications for any given topic
T , secondly to evaluate how topics have an effect on the
ranking score of publications. The N-star ranking model is
used to study these problems. A new class named state, S =
K ×P , a set of all couple (A, p) where A is a keyword and
p is a publication, is considered. Of course, a ranking score
on S is the best answer for the question “How do keywords
and topics have an effect on publications?”. Moreover, we
also consider two following concepts to study this question.
Given a topic T and a ranking score RT on the class T -
scientific publications P(T ).
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Definition 3 RT is called universal if it does not depend on
T , and called local if it is not universal.

The concept universal is understood as follows: RT is
universal if there exists a universal ranking score RU on
P which is determined based on all topics such that for all
p ∈ P(T ) ⊆ P , RT (p) = RU(p).

3 Citation and content matching for ranking

We propose two simple ranks for the scientific topic ranking
problem. The first one is based only the citation counting.
The second one is based on the matching content between
the topic and the publication.

3.1 Rank based on citation counting

Since there is no loop in a graph-structure of Scientific
ranking field in which nodes are publications and links are
citations, the PageRank model can be estimated by the fol-
lowing simple model. It is a citations counting model which
is introduced shortly as follows:

Definition 4 Given any publications p ∈ P , the rank based
citations counting (RCC) of p is given:

Rcc
P (p) = |I(p)|

|L| .

We can predict that the rank order of PageRank is
very closed to RCC’s and is not changed for any citation
parameter, d.

3.2 Rank based content matching

We propose the important occurrence function, O : K ×
P �→ R

+, for any couple keyword and publication as
follows: For all A ∈ K, p ∈ P:

O(A,p) =

⎧
⎪⎪⎨

⎪⎪⎩

3 if in the title and the abstract of p

2 if only in the title of p

1 if only in the abstract of p

0 otherwise

The important occurrence function, O : 2K × P �→
R

+, is generalized for any couple topic and publication as
follows:

O(T, p) =
∑

A∈T
O(A,p) (4)

Matching content function, M : 2K × P �→ R
+ is for

any couple topic and publication. M(T, p) is proportional
with O(T, p) and inversely proportional with the number of

keywords with p.

M(T, p) = O(T, p)

|K(p)| (5)

Definition 5 Given a topic T and publications p ∈ P(T ),
the rank based content matching (RCM) of p is given by

Rcm
T (p) = M(T, p).

4 Four-star ranking model for scientific topics

Given an object s = (A, p) of class states S, s is called
a related state of the keyword A and the publication p.
The model is constructed on four classes, i.e., S-states,
P-publications, K-keywords, and L-citations with the fol-
lowing hypotheses.

1. A rank score of a publication equals to a sum of rank
scores of its related states:

RP (p) =
∑

A∈K(p),s=(A,p)

RS(s), ∀p ∈ P . (6)

2. A rank score of a keyword equals to a sum of the rank
scores of its related states:

RK(A) =
∑

p∈P (A),s=(A,p)

RS(s), ∀A ∈ K. (7)

3. A rank score of a citation equals to a sum of the rank
scores of the states where the citation is from:

RL(l) = RP (p)

|O(p)| , ∀l ∈ L, p = in(l) (8)

=
∑

A∈K(p),s=(A,p)

RS(s)

|O(p)| . (9)

4. A rank score of a state is given:

RS(s) = α1
RP (p)

|K(p)| (10)

+α2
RK(A)

|P(A)| (11)

+α3

∑

l∈I(p)

RL(l)

|K(p)| (12)

+α4
1

|P||K(p)| , ∀s = (A, p) ∈ S (13)

where αi > 0 and α1 + α2 + α3 + α4 = 1.

Let us explain the above model is an improvement of the
PageRank model by considering extra information of key-
words of publications. It can be verified that Eq. 8 is similar
to Eq. 2 where the rank score of a citation is determined by
a rank score of its publication. By considering a new class
states S = K × P , the improvement here is a difference
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Table 1 Properties of the data set

#Pub #Cit. #Key. #State Avg(Key.
Pub.

) Avg(Pub.
Key.

) Avg( Cit.
Pub.

) Avg(Pub. Year)

121166 604672 18527 530750 4.3 28.6 5.0 2001.3

between Eqs. 2 and 10. While Eq. 3 has two factors, cita-
tion factor,

∑
l∈I(p)RL(l); and randomness, 1

|P | , Eq. 10 has
four factors, quality publication, RP (p)

|K(p)| ; hot topic,
RK(A)
|P (A)| ;

citation factor,
∑

l∈I(p)
RL(l)
|K(p)| ; and randomness, 1

|P ||K(p)| .
α3 is the citation parameter of the model. Clearly, the cita-
tion factor and the randomness in Eqs. 3 and 10 are similar.
The factors quality publication and hot topic have since
there always exist a relationship between any publication’s
keywords and its content, and a relationship between any
keywords and any topics respectively. The proposed model
utilizes these relationships to increase information of publi-
cations for ranking them. The improvement is sufficient to
confirm that the new model has a significant ranking score.

5 Experiments

5.1 Data set and query set

Data set We do experiments on real data collected from
Microsoft Academic Search (MAS)2. There are 121166
publications belonging to database sub-domain which
includes publications from 643 conferences and 337 jour-
nals. Citations are internal, in which each publication refers
to only other publications in the current data set. Number of
internal citations (#Cit.) is 604072. Keywords are extracted
from MAS. Number of keywords (#Key.) is 18527. A size
of the space of all states (keyword, publication) (#State)
is 530750. The average keywords contained in each pub-
lication (Avg Key./Pub.) is 4.3, the average publications
having a given keywords (Avg Pub./Key.) is 28.6, the average
citations on each publication (Avg Cit./Pub.) is 5, and the
average published year (Avg Pub. Year) is 2001.3. Table 1
gives these information of the data set.

5.2 Metrics

We propose different metrics for evaluating and comparing
the ranks in two criteria: (i) ranking value; (ii)ranking order.
They are as follows:

Ranking value comparison Given two rank scores R1, R2

on the class A of finite objects, we use following formulas
to compare the difference of the ranking values of R1 and

2http://academic.research.microsoft.com/ - Accessed on December
2013

R2: ∀ω ∈ A :
�R1,R2(ω) = |R1(ω) − R2(ω)| (14)

%�R1,R2(ω) = �R1,R2(ω)

R1(ω)
(R1(ω) > 0) (15)

w is a increasing (decreasing) point of R2 compare to R1,
if R2(ω) > R1(ω)(R2(ω) < R1(ω)).

T opN
↑
�(R1, R2) and T opN

↓
�(R1, R2) are the top N

increasing and decreasing points of A sorting by �R1,R2 .
By studying these top-N points, we can find the reasons for
explaining the different values of R2 compare to R1.

Ranking order comparison The measure of the ranking
order difference between R1 and R2 is proposed based on
the concordant and discordant concepts see [21, 26, 29]. R1

and R2 are called “concordant” when large values of R1 go
with large values of R2 and “discordant” when large val-
ues of R1 go with small values of R2. More precisely, two
objects (ωi, ωj ) are concordant if

[R1(ωi) − R1(ωj )][R2(ωi) − R2(ωj )] > 0

or

R1(ωi) = R1(ωj ) ∧ R2(ωi) = R2(ωj ),

and discordant if

[R1(ωi) − R1(ωj )][R2(ωi) − R2(ωj )] < 0.

And,R1 andR2 are concordant if the probability of (ωi, ωj )

being concordant is very high, and R1 andR2 are discordant
if vice versa. We propose that R1 and R2 is similar if they
are concordant and different if they are discordant, and use
the Kendall measure [22, 25] to measure these quantities. It
can be verified that −1 � �K(R1, R2) � 1, and it receives
value -1 if R1 and R2 are totally different and 1 if R1 and
R2 are totally similar. If �K(R1, R2) = 1−α, we guarantee
that the probability of the objects whose ranking order by
R1 and R2 are different is around α/2. Finally, given R1, R2

and R3 ranks over the same class of objects. R1 is closer to
R2 than R3, if we have:

�K(R1, R2) > �K(R2, R3)

And R2 is in middle of R1 and R3, if R2 is closer to R1 than
R3 and R2 is closer to R3 than R1.

http://academic.research.microsoft.com/
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Table 2 Kendall (Not �K ) value for all pairs of PageRank’s results

d 0.1 0.2 0.3 0.4 0.5

0.1

0.2 0.993

0.3 0.987 0.994

0.4 0.981 0.988 0.994

0.5 0.976 0.982 0.988 0.994

0.6 0.970 0.977 0.983 0.989 0.995

0.7 0.965 0.971 0.977 0.983 0.989

0.8 0.960 0.966 0.972 0.978 0.984

0.9 0.955 0.961 0.967 0.973 0.979

5.3 Experiment results

We design 9 parameter sets for PageRank (PR) in which
citation weighting changes from 0.1 to 0.9 and the random-
ness weighting changes from 0.9 to 0.1, respectively. For
each parameter set for PageRank, we generate a ranked list
of publications. Then, we compare those parameter sets with
each other by computing the �K value between each pair of
their results. We also rank publications by RCC. Then, we
compare PageRank and RCC by computing the �K value
between each result of PageRank and RCC.

– The average of the �K value for all pairs of PageRank’s
results is 0.9811. The minimum and maximum value
are 0.9547 and 0.9949, respectively. Table 2 shows the
detailed results. Please note that some results are obvi-
ous, so they are omitted, e.g., �K between a ranked list
and itself equals 1, and the �K is symmetric.

– The average of the �K value between each PageRank’s
results and RCC’s result is 0.9259. The minimum and
maximum value are 0.9242 and 0.9266, respectively.
Table 3 shows the detailed results.

Result RES1 implies that the probability of a publication
having different ranking order by two arbitrary PageRank in
regard to parameter set is around 0.0094. Similarly, result
RES2 implies that the probability of a publication having
different ranking order by PageRank and RCC is around
0.0371.

Based on the parameter sets for PageRank, we define 9
parameter sets for UP rank (UP) using two rules: (i) when
the citation weighting changes from 0.1 to 0.9, in the first 8
cases, the randomness weighting is kept stable at 0.1 except
the last case it is 0.05; (ii) we keep keyword weighting
equals publication weighting. Table 4 shows the detailed
information on parameter sets. For each parameter set for
UP, we generate a ranked list of publications. Then, for
each parameter set, we compare UP with PR and RCC by
computing the �K value between each pair of their results,
respectively.

The average of the �K value between each UP’s results
and RCC’s result is 0.4415. The minimum and maximum
value are 0.1980 and 0.5983, respectively. The average of
the �K value between each UP’s results and its respective
PageRank’s result is 0.4695. The minimum and maximum
value are 0.2049 and 0.6602, respectively. Table 4 shows the
detailed results.

To further examine UP, we compare UP ranking value
with PR (using parameter set 5) and RCC on many aspects.
We list Top-3 most increasing and decreasing publications
by UP vs. PR with detailed information on title, authors,
and keywords. We also analyze the average statistic of Top-
20 most increasing and decreasing publications. Finally, we
compare UP, PR, and RCC average ranking value grouping
by published year, the number of keywords, and the number
of citations.

Table 5 shows the detailed information of Top-3 increas-
ing and decreasing publications.

Table 6 shows the average values of some features of
Top-20 most increasing/ decreasing publications by UP rank
vs. PageRank. The average published year are 1977.75 and
2001.6 for Top-20 increasing and decreasing publications,
respectively. Similarly, the average number of keywords in
each publication are 5.2 and 1.3, the average number of
citations are 600.2 vs. 7.45.

UP, PR, and RCC average ranking value grouping by
published year, the number of keywords, and the number of
citations are presented in Figs. 2, 3, and 4, respectively.

The two first increasing publications were written by E.
F. Codd, who is the Father of Relational Database. They
have big numbers of citations (1329 and 257 respectively).
They are the novel works in Relational Database. The third
increasing publication was about R-tree index, which is one
of the most important topic in database field. Those topics
of Top-3 increasing ones are the foundations of Relational
Database. E.g., Relational Data are presented in 712 pub-
lications and cited by 5617 publications, Data Integrity are
presented in 1611 publications and cited by 8934 publica-
tions, Normal Form are presented in 267 publications and
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Table 3 �K value between each PageRank’s results and RCC’s result

d 0.1 0.2 0.3 0.4 0.5

�K 0.924 0.925 0.926 0.926 0.927

Table 4 Parameter sets for UP rank and the corresponding �K value between UP, PR, and RCC

Param. set α1 α2 α3 α4 �K UP/PR �K UP/RCC

1 0.4 0.4 0.1 0.1 0.2049 0.1980

2 0.35 0.35 0.2 0.1 0.3131 0.3043

3 0.3 0.3 0.3 0.1 0.3852 0.3732

4 0.25 0.25 0.4 0.1 0.4395 0.4230

5 0.2 0.2 0.5 0.1 0.4858 0.4633

6 0.15 0.15 0.6 0.1 0.5299 0.4997

7 0.1 0.1 0.7 0.1 0.5765 0.5365

8 0.05 0.05 0.8 0.1 0.6307 0.5774

9 0.025 0.025 0.9 0.05 0.6602 0.5983

Table 5 Top-3 increasing and decreasing publications in details

Pub. Title Author Keyword

1 (Inc.) A Relational Model for Edgar Frank Codd Data Structure, Normal Form, Data

Large Shared Data Banks Representation, Network Model, Relational

Model, Data Integrity, Tree Structure,

Large Data, and External Representation

2 (Inc.) Further Normalization of the Edgar Frank Codd Relational Data and

Data Base Relational Model Relational Model

3 (Inc.) R-trees: a dynamic index Antonin Guttman Search Space, Computer Aided Design,

structure for spatial searching Multi Dimensional, k-d tree, Index Structure,

Database System, Spatial Data,

Data Grid, and Scientific Research

1 (Dec.) How to develop a Per Hilletofth Supply Chain

differentiated supply

chain strategy

2 (Dec.) Measuring overlap in Peter J. Rousseeuw and Logistic Regression

logistic regression Andreas Christmann

3 (Dec.) Logistics information Petri T. Helo and Information System and Supply Chain

systems: An analysis of Bulcsu Szekely

software solutions for

supply chain co-ordination

Table 6 Average values of Top-20 increasing/decreasing publications by UP over PR

Publications. PR×106 UP×106 � × 106 Year #Key. #Cit.

Top-20 Increasing 448.48 753.15 304.67 1977.75 5.2 600.2

Top-20 Decreasing 14.53 10.46 -4.07 2001.6 1.3 7.45
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Fig. 2 Average ranking value
by published time

cited by 3112 publications. Top-3 decreasing publications
are about: Supply Chain, Logistic Regression, Information
System. Those topics are not very important in database
field, or too general. E.g., Supply Chain are presented in 681
publications and cited by 906 publications, Logistic Regres-
sion are presented in 114 publications and cited by 103
publications.

The hotness of a keyword can be reflected by the ratio
C/P (citation/publication). The C/P of Relational Data,
Data Integrity and Normal Form keywords are 7.89, 5.54
and 11.65 respectively. The C/P of Supply Chain and Logis-
tic Regression are 1.05 and 0.9 respectively. The average
number of C/P is 5 (See Table 1). Thus the keywords of the
first group are hot keywords, the second’s one are not hot
keywords.

We examine 3 basic aspects: published year, the number
of keywords, and the number of citations. We group pub-
lications by those aspects, then, we compute the average
ranking value for RCC, PR, and UP.

We divide published time into group of 5 consecutive
years. The results are shown on Fig. 2. We could see that
all ranking values are generally decreasing by time. This

happens because all three ranks are based on the number
citations, which is generally larger for older publications.
Based on the results, we have some interesting comments:
In the history of database field, the period between 1970
and 1975 is the most active one with the introduction of
relational database. This is the most important event in the
modern database development. We could list some dominat-
ing topics such as Relational Data, Data Integrity, Normal
Form. This is the reason why this period does not have the
highest RCC ranking value but it have the highest UP and
PR ranking value.

We group publications by the number of keywords. The
results are shown on Fig. 3. Based on the results, we
have some interesting comments: The explanation for this
phenomenon is that UP takes into account content informa-
tion. When the number of keywords increases, the content
information increases. We also observe a very interesting
phenomenon. That is, when the number of keywords equal
to 23, RCC, PR, and UP are all increasing drastically. Tak-
ing a closer look into the dataset, we see that there are just a
little of publications having that number of keywords. They
generally have many citations, but the citations are not very

Fig. 3 Average ranking value by keyword count
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Fig. 4 Average ranking value by citation count

quality, as reflected in smaller PR and UP ranking value.
However, the increases in UP and PR ranking value indicate
that these publications are good publications.

We divide the publications by the integer value of the
binary logarithm of the number of citations. The values are
from 0 to 10. Then, we compute the average ranking value
for each group of publications with 0 to 1 citation, 2 to
3 citations,..., with 1024 to 2048 citations. The results are
shown on Fig. 4. Please note that the number of publications
which have no citations is 53568, which is 44.21 % of the
dataset. Those publications which have a little of citations
are not preferred by UP.

We valuate the efficient of the ranks over the Scientific
Topic Ranking problem with following parameters: (i) The
citation of parameter of PageRank and N-star ranking model
is 0.5; (ii) Other parameters of N-star ranking model is cho-
sen as described in the parameter set 5 (See Table 4). We
compute the rank orders and the value of �K of the ranks
for each topic in the query set. We compute the average
value of �K of each pair of ranks over each type of topics
(1 keyword, 2-keywords, 3 -keywords and 4-keywords) and
overall.

The explanation for the above remark is that: (i) TP is
a local rank which is quite different to universal ranks, UP
and PageRank; (ii) TP considers the citation factor which is
not considered in RCM. Hence TP is quite different to UP,
PageRank or RCM. Therefore, TP is a good candidate for

Scientific Topic Ranking problem, since it is local and based
on both of citation and content.

We choose 4 topics representing for 4 types of topics in
the query set: 1-keyword, 2-keywords, 3-keywords and 4-
keywords. The result orders of these topics have the least
value of �K(T P, PR) different among their type, since
we want to analyze the typical case studies. We also focus
on analyzing three rank: TP (representing for the approach
based on citations, content) , PageRank (representing for
the approach based on citations) and RCM (representing for
the approach based on content). The detail information of
4 topics are shown in Table 7. For each topic, we list all
publications of the results and their properties.

There are many publications in the same topic whose
PagerRank score are the same with the others. All T1, T2,
T3 and T4 have 6 cases of the same score. We have exam-
ine overall the query set and the proportion of such cases
are about 60 % for 1-key., 42 % for 2-key, 32.6 % for 3-key.
and 30 % for 4-key. See Table 8 for detail. Hence, we con-
clude: The explanation of this remark is that there are many
publications which have no citations and the citation graph
is acyclic. It is another reason that PageRank does not work
well in this problem.

RCM meets this problem too. The proportion of publica-
tions which have the same rank value of RCM in some topic
is 44.2 %. T1, T3 and T4 have 4, 2, 4 cases of the same
RCM score respectively. TP does not have this problem. The

Table 7 Four specific topics with the most difference of �K (TP,PR)

ID Keywords #Res UP/TP UP/PR TP/PR TP/RMC PR/RMC

T1 Life Insurance 10 -0.73 0.53 -0.31 0.56 -0.49

T2 Natural Language, Semantic Analysis 10 -0.60 0.58 -0.27 0.33 -0.09

T3 Decision Making, Decision Support 10 -0.78 0.44 -0.53 0.58 -0.16

System, Knowledge Management

T4 Query Language, Database System, 13 0.24 0.58 0.33 0.33 -0.22

Query Processing, Data Model
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Table 8 The average percent of the equal rank score cases for the query set

Topics 1-key 2-key 3-key 4-key All

PR 0.600 0.420 0.326 0.301 0.464

RCM 0.614 0.383 0.276 0.210 0.442

TP 0.018 0.006 0.005 0.003 0.009

proportion of publications which have the same rank value
of TP in some topic is just very small 0.9 %.

The rank order analysis over four case studies shows
again that PageRank is not suitable for Scientific Topic
Ranking problem, since it is confused by the publications
which have the same score and it is not considered the con-
tent factor. RCM is not suitable either, since the citation is
the most important factor for evaluating the quality of pub-
lication. The analysis confirms again that both of content
and citation factor have the effect to the rank order of TP in
Scientific Topic Ranking. Hence, we consider TP is the best
solution among the ranks for the given problem.

6 Related works

In this section we have a brief review of related work
belonging to following topics: (i) Keyword based query-
ing and ranking; (ii) Web-pages Ranking; (iii) Link-based
object ranking; (iv) Bibliometric ranking and (v) N-tier
ranking system.

Keyword-based querying and ranking play crucial roles
in information retrieval mechanism for data on the Inter-
net, Database, Information Systems, and so on, because of
its user-friendly query interface [7, 30, 47]. Most of current
works focus on exploiting graph-based structures of key-
words and data, since graph is a strong mathematical model
for representing for the relationship between keywords and
data. According to [45], the data graph can be XML (semi-
structured data), relational databases (structured data), and
all kinds of schema-free graph data. In the topic of keyword
search over database, database is viewed as a labeled graph
where records in different tables are treated as nodes con-
nected via foreign-key relationships ([1, 15] and [48]). In
the topic of keyword search over XML, the basic structure
of the data graph is a tree and the results of keyword-based
queries are defined as the meaningful smallest sub-trees
which often refer to the lowest common ancestors (LCA)
[4, 10]. In the topic of keyword search over schema-free
graphs, many algorithms like BLINKS [12], BANKS [16]
or R-cliques [23] consider the answer as sub-graphs in LCA
semantics. Meanwhile, other approaches rank the result
nodes with different criteria, such as high prestige author-
ity value in ObjectRank [2] or high relevance combined

with user preference value in PerK [40]. Finally, [3] claimed
that ranking the results is the most important component
for keyword-based system and it strongly depends on the
data model. N-linear ranking model has two advances for
ranking results of above these systems. First, it is based on
graph-based structure. Second, its linear constraint system is
a good tool for express the semantic meaning of the mutual
relationships between objects.

The topic inspires us and our works with many foun-
dation works, since it is the symbol of the era of the
Internet and big data. The brief overviews of Web-pages
rankings can be found at [39] and [38]. Two most famous
and important algorithms are PageRank ([33]) utilized by
Google search engine and HITS (Hyperlink-Induced Topic
Search) introduced by [27]. We have shown that PageRank
can be considered a special case of N-star ranking model
(Section 2.2). The idea behind HITS algorithm classify the
webs into two classes: (i) hubs, served as large directories
point to (ii) authoritative pages. A good hub represented a
page that pointed to many other pages, and a good authority
represented a page that was linked by many different hubs.
The model can be rewritten into 3-star ranking model of
hub, link and page. Finally, both PageRank and HITS con-
sider the network of web pages as a directed homogeneous
network with the weight of the edge is binary.

With the emerge of semantic web (Web of data), many
strategies have been proposed to deal with the ranking
problems, with different approaches, exploiting different
aspects and characteristics of designed systems like queries
(user/non-user dependency), ranking granularity (items,
documents, entities), features of data (domain, authority,
locality, predictability) [9, 35]. [31] proposed PopRank
for ranking the popularity of objects based on their web
popularity and the object relationship graph. It uses the
Popularity Propagation Factor to express the relationship
between classes. PopRank is based onMarkov Chain model,
which is different to the mathematical model of N-linear
mutual ranking systems. In N-star ranking model, each class
has its own rank score, rather than consider them in a
unified framework. [42] proposed NetClus algorithm that
utilizes links between objects of multi-typed to rank clus-
ter of multi-typed heterogeneous networks. This work is the
successor of their previous work, RankClus [41], which can
rank and cluster one-typed objects mutually. Their model is
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the same idea with ours when limiting only within a star
network schema and giving rank distribution for each type
of objects. The different points between ours and theirs are
as follows. In NetClus model: (i) The center class does not
permit to have the relationship with itself and (ii) The con-
vergence of the rank scores is not proven completely under
mathematics view point. In N-star ranking model: (i) The
center class can has relationship with itself (The random-
ness for example) (ii) The convergence of the rank scores
is guaranteed by the condition that the center class must
affect and reflect to all classes. Other complex ranking sys-
tems have been already explored using a different formalism
for ranking or classification in heterogeneous networks. For
example, the quantum ranking [36] is based on quantum
navigation. Their formula is come from the quantum theory
and quite different to ours.

In a very recent scientometric study, [28] compare expert
assessments to bibliometric measures for determining a
tiered structure of information systems (IS) journals. One
of their noticeable conclusion is that bibliometrics can be
a complete, less expensive and more efficient substitute for
expert assessment. For bibliometric approaching, the most
used citation metrics are ISI Impact Factor see [8, 32], H-
index [13, 14] and it variants like G-index [6], E-index [49],
and so on. Another study of bibliometric graph-based algo-
rithms focus on ranking researchers was conducted by [18].
They compare sophisticated citation analysis algorithms
like PageRank [33], SARA [34], CoRank [50], FutureRank
[37], P-Rank [46], BiRank [17] with some simpler methods
like citation count and sum of paper ranks, similar to the
way we evaluate the experiment results. Further information
about bibliometrics and web-based citation analysis can be
seen on [5].

7 Discussion

The proposed model is a new application of N-star ranking
model which is based on a quite new mathematical model.
Thus there are many interesting issues, which are related to
N-star ranking model and the proposed model, need to be
considered in the future. Some of them are follows.

The choice of the parameter values in the master equa-
tion of a N-star ranking model is very important step since
it reflect the importance of the mutual dependent relation-
ships between classes. Literally, it decides the quality of
the ranking systems. The parameter’s optimization is not
considered in this work, and it is the first priority for our
future work. We have two main ideas for the optimization
of parameter values of the proposed model. First, we use
the ranking list of venues which is published by experts for
adjusting our ranking scores of venues fitting their ranking

list best (Example: The ranking list of venues published by
CORE - The Computing Research and Education Associ-
ation of Australasia3). Second, we apply the techniques in
Artificial Intelligence to reduce the complexity of the opti-
mization since the data set is very big. We will study also
the difference and the precise of the optimized parameters
over difference domains such as Database, Data mining,
Software, and so on to have a deep understanding about the
optimization.

Most of scientific indexes (such as H-index, and Impact
factor) consider the citations equally. However, the val-
ues of the citations from famous publications should be
considered higher than the values of the ones from junk pub-
lications. We have planned to study NS-indexes4 in which
each citation, publication, and author are ranked by the
N-star ranking model. There are two approaches for the pro-
posed indexes. First approach is the improvement from the
classical indexes. For each classical index, we develop a
new NS-index which inherits all principle features of the
original classical index but considers the difference of cita-
tions by the their ranking scores. In the second approach, we
design the NS-indexes for ranking authors, venues accord-
ing two criteria popularity and quality. The desired proper-
ties of NS-indexes will be examined the metrics of ranking
comparison over the real data sets.

The experiments have shown that there are many hot
topics were introduced and studied in 1970, when the foun-
dations of relational database were established. It is a reason
that the time series should be integrated in the N-star rank-
ing model. The time point of publication and citation are
assigned by the published day. We can mine interesting
knowledge based on the history of citations, publications for
each topic, author, venue, research institute or even nation.
There are two special mining techniques will be emphasized
in our time series N-star ranking model. First, based on the
formula we can detect the effect of some class to another
in the time line. Second, by comparing the difference of
the rank scores we can detect the events or predict the
trends.

8 Conclusion

We have introduced and studied a new approach for sorting
publications matching a keyword based query. The ranks
are based on 4-star ranking model of 4 classes: Keyword,
Publication, Citation, State. State represents for the corre-
lation of a keyword and a publication. It is the core class
of the system, in which all mutual relationships between

3http://core.edu.au/
4NS is the short of N-star ranking model

http://core.edu.au/
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classes are represented by a system of linear equations. The
proposed model is improved from the PageRank, which is
also represented by N-star ranking model. The random and
citation factor of the PageRank’s are inherited in the pro-
posed model. By adding the content factor, the proposed
model supports the given problem better than the PageR-
ank’s.

We have proposed two ranks: UP rank and TP rank. We
have introduced two simple ranks: (i) RCC for ranking pub-
lication based on the number of citations and (ii) RCM for
ranking scientific topic based on the matching content. UP,
PageRank and RCC are universal rankings in which the
ranking of the result of a query is independent from any
query. We give 2 predictions about the universal ranks: (i)
The rank order of PageRank is not change when the citation
parameter is changed and it closes to RCC’s; (ii) UP is quite
different from RCC, PageRank and the difference increases
when the citation parameter decreases. TP and RCM are
local ranks since they consider the keywords of the topic in
ranking. We give a prediction that TP is the best solution
among considered ranks since it is local and combining the
citation and content factors.

We have proposed the metrics for ranking comparison on
two criteria value and order. We have discovered the features
of a given ranking based on studying the Top-N differ-
ence elements determined from the rank value comparison.
The metric of rank order comparison is improved from the
Kendall measure. It is based on the concordant concept. It is
a very useful tool for the analysis of the difference of rank
orders. The metric of related content is based on two func-
tions: (i) Matching function for evaluating the matching of
the content of a publication and the query. (ii) Traffic func-
tion for evaluating the importance of a given i-th position
in the ranked result. It is the tool for measuring the related
content support for a query of a rank function.

We have done the experiments to confirm our predictions
and study the main features of the ranks. We found that
the rank order of PageRank is not changed when citation
parameter is changed. Moreover, PageRank is too closed
to RCC, thus we should use RCC instead of PageRank for
ranking publication. The experiments have showed that UP
is quite different from RCC and PageRank. The difference
will increase when the citation factor decreases. The study
on Top-N difference has shown some special features of
ranks. We have examined the different ranks over the results
of queries. We found that TP is the best solution for ranking
keyword based query from the related content viewpoint.
The experiments have confirm that the proposed model
and ranks are quite different from the classical ones. Their
results are impressive since the content factor is considered
in the model.
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