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Abstract Several measurement campaigns have shown
that numerous spectrum bands are vacant although
licenses have been issued by the regulatory agencies.
Dynamic spectrum access (DSA) has been proposed in
order to alleviate this problem and increase the spec-
tral utilization. In this paper we present our spectrum
measurement setup and discuss lessons learned during
our measurement activities. We compare measurement
results gathered at three locations and show differences
in the background noise processes. Additionally, we
introduce a new model for the duty cycle distribution
that has multiple applications in the DSA research.
We point out that fully loaded and completely vacant
channels should be modelled explicitly and discuss the
impact of duty cycle correlation in the frequency do-
main. Finally, we evaluate the efficiency of an adaptive
spectrum sensing process as an example for applica-
tions of the introduced model.
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1 Introduction

Recently, dynamic spectrum access (DSA) technolo-
gies have attracted significant interest in the research
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community, see, e.g., [2, 35] and references therein.
Mainly three facts have been the motivation for this
work. First, the scarcity of radio spectrum complicates
the process of allocating spectrum to new wireless sys-
tems. Second, the success of wireless communication
and the trend towards broadband systems further in-
creases the need for radio spectrum. Third, researchers
have found that significant amount of officially licensed
radio spectrum is unused. This has been reported based
on several extensive spectrum occupancy measurement
campaigns [3, 4, 8, 12, 15, 16, 20–22, 24, 27, 28, 34].

DSA-capable systems sense the radio environment
around them, try to identify unused frequency bands,
so called spectrum white spaces, and opportunistically
use those without causing harmful interference to the
primary users.1 Therefore, these devices are capable of
changing their working frequency and bandwidth [6].
This flexibility, together with the spectrum sensing,
enables DSA systems to alleviate or even solve the
spectrum scarcity problem. More efficient use of spec-
tral resources has also the potential to reduce costs
and improve reliability of wireless systems. However,
the added degrees of freedom increase the system
complexity and more adaptive and intelligent devices
are required to ensure efficient system operation. The
cognitive radio vision [14, 17], which describes devices
that are aware of their surroundings and that adapt
accordingly, has been introduced as potential solution
to this challenge.

1A primary user denotes a system possessing the license to access
a frequency band. The systems accessing spectrum white spaces
opportunistically are called secondary users [6]. Primary users are
often also called incumbent users.
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Both, the DSA as well as the cognitive radio re-
search, require realistic models and good understand-
ing of the current networks as basis for performance
evaluation. In this context, the contributions of this
paper are twofold. First, we describe in detail our
spectrum measurements and lessons learned during the
extensive measurement campaign. Enhanced measure-
ment methodology is crucial for obtaining reliable re-
sults and the design of appropriate models. Second, we
introduce a model for the distribution of the duty cycle
of several wireless systems. Such models are required
for the evaluation of multiple aspects of DSA-capable
systems. Adaptive sensing approaches are one example
and those have been shown to significantly improve
spectrum sensing efficiency [11, 30, 31]. Another use
case is the evaluation of adaptive multicarrier systems
that are able to suppress few subcarriers and limit adja-
cent channel interference in order not to harm primary
system transmissions [5, 10, 23]. Additionally, we also
present a short evaluation of the correlation of the duty
cycle over frequency.

We chose the adaptive spectrum sensing use case in
order to illustrate the applicability of the developed
model to relevant research problems. We show that
using spectrum sensing statistics can significantly im-
prove the efficiency of spectrum sensing. We compare
the results when examining adaptive sensing algorithms
using different spectrum models and point out that less
accurate models may result in misleading conclusions.
Our model reproduces several of the key characteristics
of spectrum use but, at the same time, keeps the model
complexity at a reasonable level.

We combine the measurement results and the duty
cycle model in one paper since spectrum modelling
is closely connected to the underlying measurement
methodology. Vector signal analysis, as deployed, e.g.,
by Geirhofer et al. [13], enables detailed analysis of
a single signal on a per-symbol basis but is strictly
limited in the covered bandwidth. In contrast, swept
spectrum analysis supports wideband measurements at
the price of a significantly lower sampling rate. Both
approaches can cover only some aspects of spectrum
usage. Therefore, a detailed description of the deployed
measurement methodology enables better understand-
ing of the extracted model and appropriate use by the
community later on.

This paper is an extension of a previous version [32]
and includes further additions and enhancements to the
existing results. In [32] the whole measurement traces
have been analysed for the duty cycle modelling. Here,
we use specifically chosen subtraces in order to provide
more realistic model parameters that describe spectrum
use during the most important time periods during the

day. Due to the evaluation of different data subsets
the reported model parameters differ from those listed
in [32]. Furthermore, the evaluation methods of the
model accuracy have been improved. We also added an
important application of the model in order to show its
direct applicability for problems in the DSA area.

The rest of the paper is structured as follows. We
start in Section 2 with the description of the measure-
ment setup and comment on lessons learned during our
measurement campaign. We compare the results col-
lected at different measurement locations in Section 3
and discuss the modelling of the duty cycle in Section 4.
In Section 5 we examine adaptive spectrum sensing as
an application area of our introduced model. Finally,
we conclude the paper in Section 6.

2 Spectrum measurement setup

We start this section with the detailed description of
our measurement setup followed by some comments
on which measurement locations we have selected. We
give rationale for most of our design decisions and
include comments on insights that we have gained
throughout our campaign.

2.1 Hardware components and system configuration

One of the major goals of our measurement cam-
paign was to investigate changes of spectrum usage
over longer time scales of multiple days to few weeks.
Since wireless systems have different characteristics
in terms of used bandwidth, multiple access scheme,
transmit power etc., engineers often choose measure-
ment parameters optimized for the investigated sys-
tem, see, e.g., [12, 20–22]. Assuming a limited period
of time for the complete measurement campaign, the
required reconfigurations of the measurement setup
reduce either the number of technologies, which can
be examined in a time division fashion, or shorten the
available measurement time per technology. Instead,
we decided to inspect multiple technologies in parallel
with partially suboptimal measurement configuration.
In detail, we examined 1.5 GHz wide subbands with
a resolution bandwidth of 200 kHz. Thus, the chosen
frequency resolution is not fine enough to differentiate
very narrowband primary user signals.

In total we measured the frequency range from
20 MHz up to 6 GHz where most wireless services
work today. Due to the general trend in wireless com-
munication towards more broadband applications we
also expect DSA networks to be broadband systems.
Although multicarrier systems are able to suppress
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intermediate subcarriers and benefit also from non-
continuous spectrum white spaces, we still assume that
also from an application point of view spectrum white
spaces of few tens of kHz are not interesting for oppor-
tunistic use and the rather coarse resolution bandwidth
of 200 kHz represents a good compromise.

In the following we will comment on each compo-
nent of our measurement setup in more detail. We list
the detailed set of used measurement parameters in
Table 1 and Fig. 1 shows the complete measurement
setup.

As mentioned above, we designed a very wideband
measurement setup and this main characteristic dras-
tically limited the selection of standard off-the-shelf
components. Specially designed modules were no alter-
native due to the high costs of such bespoke solutions.
In contrast, focusing the measurements on a single,
mass-market technology such as any cellular technol-
ogy would greatly increase the amount of available
components and especially ease the selection of afford-
able antennas and amplifiers.

We used three different antennas each specifically
selected for a certain frequency band. A large discone
antenna of type AOR DA-5000 covered the lowest
frequency band between 20 MHz and 1.52 GHz. We
deployed a smaller discone antenna of type AOR DA-
5000JA to receive signals in the next subband from
1.5 GHz up to 3 GHz. Finally, we used a radom an-
tenna of type Antennentechnik Bad Blankenburg AG
KS 1-10 specified up to 10 GHz to cover the frequency
range between 3 GHz and 6 GHz. The antennas are
vertically polarized, have an omnidirectional charac-
teristic in the horizontal plane, and are slightly direc-
tive in the vertical plane. Other researchers have used

Table 1 Spectrum analyzer configuration used throughout the
measurements

Center frequency Band 1: fc = 770 MHz
Band 2: fc = 2250 MHz
Band 3: fc = 3750 MHz
Band 4: fc = 5250 MHz

Frequency span 1500 MHz
Resolution bandwidth 200 kHz
Number of measurement points 8192
Sweep time 1 s
Measurement duration About 7 days per subband
Detector type Average detector
Preamplifier Up to 3 GHz: 28 dB gain,

above 3 GHz: none or
≥ 24 dB gain

Instrument Agilent E4440A spectrum
analyzer

Typical DANL (displayed −169 dBm [1] at 1 GHz and
average noise level) 1 Hz resolution bandwidth

Fig. 1 Measurement setup as it was deployed on the roof of the
International School Maastricht, Maastricht, Netherlands

horizontally directive antennas, see, e.g., [16, 20–22],
but our choice avoids the need for further reconfigu-
ration of the measurement setup to cover all possible
directions.

In order to ensure a sufficiently sensitive measure-
ment system we preamplified nearly all incoming sig-
nals and limited the required length of interconnecting
cables by deploying the measurement instrument inside
a weather-proof box next to the antennas. We always
preamplified signals up to 3 GHz using the preamplifier
inbuilt in the spectrum analyzer. At some locations we
added an external preamplifier to further increase the
sensitivity of the measurement setup also for frequen-
cies above 3 GHz.

The selection of the measurement device will very
often be restricted by the availability of instruments or
limited funding for new equipment. However, in the
spectrum occupancy context special attention should
be paid to the sensitivity of the device. If the setup
has to be portable or access to electrical power is
otherwise limited, after careful analysis a compromise
between portability and measurement sensitivity might
also have to be accepted. Portable devices often do not
allow similarly high number of measurement points,
another rather unusual requirement of very wideband
measurements, or do not support flexible data exchange
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via Ethernet. We used a high performance spectrum
analyzer Agilent E4440A, which supports up to 8192
measurement points. Based to the bandwidth charac-
teristics of the selected antennas and the fact that sev-
eral popular wireless systems, e.g., FM radio or GSM,2

use channels of 200 kHz bandwidth, we have selected
the above introduced parameters for frequency span
and resolution bandwidth.

We chose the sweep time to be 1 sec as a compro-
mise between the amount of data, that is collected
throughout one week of measurement, the variance
of the gathered samples due to noise variation, and
the sampling frequency. Present wireless systems use
too short frames or time slots as to allow a wideband
measurement setup to sample each one. Additionally,
the spectrum analyzer periodically realigns the internal
calibration, which pauses the measurement for usually
few seconds.

We measured the spectrum usage in each of the
four subbands for about seven days at each location. In
some cases we lowered the measurement duration for
the highest subbands to few days and at one location
we also measured the second subband for 14 days.
Taking in account the spectrum analyzer recalibrations,
a measurement of one week results in a measurement
trace of about 335000 sweeps (on average each sweeps
takes 1.8 s and 1000 sweeps take about 30 min).

We used a standard laptop for automatic instru-
ment configuration and data saving purposes. It remote
controlled the analyzer via Ethernet using standard
protocols for instrument control. On the software side
usually flexibility in measurement configuration and
quick access to first analysis and visualization results
are important because they enable prevalidation of the
recorded data at the measurement site. In our case,
the deployed Virtual Instrument Software Architecture
(VISA) library enabled convenient development of
high-level MATLAB software focused on the efficient
data gathering and analysis.

Finally, we installed all components in a weather-
proof wooden but RF-shielded box. The box also en-
abled us to fix the measurement setup at very exposed
and windy locations. Although we ran measurements
for multiple weeks we did not add lightning protection.
The two major reasons against are the limited availabil-
ity of very wideband lightning protection components
and the additional logistics. Proper protection of the
measurement setup requires access to the lightning
protection system of the building, which was restricted

2Global System for Mobile Communication (GSM).

Table 2 Measurement locations

Name Short name Short description

Aachen, IN Modern office building in
indoor Aachen, Germany

Netherlands NE Rooftop location in a mostly
residential area in Maastricht,
Netherlands

Aachen, AB Third floor balcony of a
balcony residential building in a rather

central housing area of
Aachen, Germany

at some locations. Instead, we closely followed the
weather forecast and would have taken down the setup
in case of high probability of thunderstorms. More
permanent setups at exposed sites definitely require
lightning protection, as discussed, e.g., in [3, 26].

We also monitored the temperature and humidity
inside the measurement box using the sensors on a
Telos mote [25]. Although we were concerned about
dew in the morning hours the humidity turned out to be
no problem. During some measurements in summer the
temperature inside the box significantly increased and
caused stability problems due to the operation of the
spectrum analyzer outside its specifications. We drilled
additional holes to the wooden box and added fans for
cooling that solved the problem without increasing the
humidity inside the box to critical levels.

The final weather problem we faced was snow fall.
During some of the measurements in winter time, snow
on the antenna radically changed the reception char-
acteristics of the large discone. Since in Aachen only
limited amount of snow falls during winter time we did
not investigate the problem further, but a sharp drop
in the measured power spectral density (PSD) shows
high correlation to the time period during which the
temperatures have been low enough to prevent the
snow from melting.

2.2 Measurement locations

We report about measurements taken at three different
locations. The first measurements were performed in-
door in a room located in the ground floor of a modern
office building in Aachen, Germany.3 In order to inves-
tigate also other frequency regulations we selected a lo-
cation in the Netherlands as second reference location.
We placed our measurement box on the roof of the

3IN: Latitude: 50◦ 47′ 24.01′′ North, Longitude: 6◦ 3′ 47.42′′ East.
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Fig. 2 Comparison of the probability density function of the
power spectral density samples collected in the first subband ( f ∈
[20, 1520] MHz) at all measurement locations over 12 h (11:00–
23:00) during different normal weekdays

main building of the International School Maastricht.4

We chose the third location as an example for locations
where end-user devices capable of dynamic spectrum
access might work in real scenarios. We measured the
spectrum usage on a third-floor balcony of an older
residential building in a rather central housing area of
Aachen.5 For reference, we list all locations in Table 2.

3 Comparison of measurement locations

Before we present detailed results on the modelling
of the duty cycle in Section 4 we compare the power
spectral density (PSD) measured at the different lo-
cations. As a first example we discuss the probability
density function (PDF) of all measured PSD samples
received in the first subband. Due to the large amount
of data and the differences between day- and nighttime
we limit the analysis to twelve hours during daytime.
We validated that we can compare the results between
locations to a certain extend although we gathered
them at different dates. We compared separate parts
of the data measured at the same location. Since we did
not find very significant differences, comparison of high
level statistics is reasonable. Figure 2 shows the PDF for
all locations.

4NE: Latitude: 50◦ 50’ 32.34" North, Longitude: 5◦ 43′ 14.93′′
East.
5AB: Latitude: 50◦ 46′ 8.90′′ North, Longitude: 6◦ 4′ 42.59′′ East.
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Fig. 3 Comparison of the probability density function of the
power spectral density samples collected in the second subband
( f ∈ [1500, 3000] MHz) at all measurement locations over 12 h
(11:00–23:00) during different normal weekdays

All shown distributions are asymmetric and can be
interpreted as consisting of two components. First, a
large fraction of the received samples belongs to a
background noise process. Second, most of the samples
with higher power belong to real-life transmissions and
cause the asymmetry of the density function. Both com-
ponents are different at every location.

The samples of the second component, the real-life
signals, are stronger at the more exposed location in
the Netherlands. This was to be expected because of
the presence of line-of-sight (LOS) connections and the
lower pathloss at the rooftop location. However, also
the background noise process is stronger at the exposed
location. Only at the indoor location IN and in the
calm radio environment at AB, the noise process shows
similar characteristics as we measured with a 50 � fitted
match in our laboratory. At the third location man-
made noise results in stronger background noise and
an increased minimum PSD. Additionally, the variance
of the background noise process evaluated over the fre-
quency channels is higher at the more exposed location.

The PDF plot for the second subband at fc =
2250 MHz looks similar as shown in Fig. 3. The asym-
metry is less pronounced because less primary user
systems are active. Several major services such as the
GSM1800 or the Universal Mobile Telecommunica-
tions System (UMTS) operate in this spectrum band
and also the ISM-band6 at 2.4 GHz is often busy but
apart from these very popular services significantly

6The ISM-band is reserved for industrial, scientific, and medical
applications.
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Fig. 4 Comparison of measured PSD and thermal back-
ground noise at f = 4 GHz as measured at the location in the
Netherlands. The measured PSD was smoothed over 2000 sam-
ples (about one hour of measurement time) in order to enable a
clear visualization of the underlying trend. The thermal noise was
moved up by 3.5 dB in order to enable more direct comparison.
Each tick on the x-axes marks midnight

less usage compared to the lower spectrum band was
detected by our measurement setup. Again, the back-
ground noise process is stronger at the more exposed
measurement location in the Netherlands.

We also measured considerably less signals in the
two highest subbands (3–4.5 GHz and 4.5–6 GHz).
The setup detected only a handful of signals above
−100 dBm/200 kHz at all locations. Although the de-
ployed antenna is probably less sensitive due to its
very wideband nature we can still conclude that the
frequency range above 3 GHz is much less crowded
compared to the lower frequency ranges.

Figure 4 shows the PSD measured over five days
at the high frequency f = 4 GHz at which we did not
detect any primary transmitter. The data were gathered
at NE using the additional preamplifier that further
improves the sensitivity of the measurement setup. The
figure also shows the thermal background noise com-
puted based on the Boltzmann constant, the resolution
bandwidth, and the temperature measured by the Telos
mote.7 We smoothed the measured PSD in order to
clearly show the trend and the cycle of day and night.
Additionally, we moved up the thermal noise by 3.5 dB
for direct comparison of both graphs.

Although we received only a small amount of back-
ground noise at such high frequencies the difference
between thermal noise and received signal strength is

7For few samples the data transfer from the mote to the lap-
top failed but the slow changing temperature is still sufficiently
described.

still higher during the day time compared to the night
time. This result confirms that the received noise is
man-made due to its similar 24 h-cycle as present in
several other wireless systems today [30, 31].

4 Duty cycle modelling

In this Section we will introduce a stochastic model
for the distribution of the duty cycle based on the
200 kHz channelization that we used throughout our
measurement campaign.

Since we measured multiple different frequency
bands allocated to various wireless systems we apply
generic energy detection [2, 7] based on the detection
threshold γ . We use different threshold values in order
to address the different background noise levels and
achieve realistic estimates of the duty cycle. The low-
est threshold is γ = −107 dBm as given for 200 kHz
channels in an earlier requirements document of the
IEEE 802.22 standardization committee [29]. Addition-
ally, we evaluate few higher threshold values.

Let �t, i denote the spectrum occupancy at time index
t and channel index i, defined as

�t, i =
{

0 if PSDrx, t, i < γ

1 if PSDrx, t, i ≥ γ
, (1)

where PSDrx, t, i is the received PSD measured in chan-
nel i and at time index t. If �t, i = 1 a primary user
signal is detected and the channel is occupied. PSD
values below γ indicate a free channel, respectively.
Furthermore, let us denote Si as the number of mea-
sured samples in channel i and DCi as the duty cycle
computed for channel i:

DCi =
∑Si

t=1 �t, i

Si
. (2)

4.1 Distribution of the duty cycle

We are now interested in the distribution of DCi over
all channels i that belong to a certain subband. That
may be a complete subband covered in one measure-
ment but may also be a subband allocated to a specific
group of wireless services such as the ISM-band.

We do not evaluate the full traces measured during
multiple consecutive days but focus our analysis on rep-
resentative subtraces that describe the spectrum occu-
pancy during daytime. We compared the distributions
for the busy and idle time period durations between
all measurement days and selected typical examples.
We used the same subtraces as for the PSD analysis
discussed in Section 3. The examined time periods last



Mobile Netw Appl (2010) 15:461–474 467

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Duty cycle

C
um

ul
at

iv
e 

di
st

ri
bu

tio
n 

fu
nc

tio
n

 

 

NE, GSM900 UL–band, γ =–107 dBm/200 kHz
NE, DECT–band, γ =–107 dBm/200 kHz
NE, UMTS DL–band, γ =–100 dBm/200 kHz
AB, GSM1800 DL–band, γ =–107 dBm/200 kHz

Fig. 5 Comparison of different duty cycle distributions based on
measurements taken at NE and AB using appropriate thresholds

from 11:00 in the morning to 23:00 in the evening.
Further details on the time period selection procedure
have been given in [33].

After application of the energy detection we esti-
mate the cumulative distribution function (CDF) of
the duty cycle DCi and compute the PDF by simple
differencing.8

Figure 5 shows few selected examples for the CDF.
The slope of most CDF graphs is the highest for very
low and very high duty cycles indicating that these
cases are most probable. This result is not only valid
for the shown frequency bands but for nearly all the
technologies and frequency bands that we investigated.

Often not a single sample passes the detection
threshold and DCi ≡ 0. In contrast, a strong continu-
ous signal as transmitted by, e.g, broadcasting stations,
results in DCi ≡ 1. For some systems also other tech-
nology characteristics increase the probabilities for the
two extremes. The UMTS technology is based on Code
Division Multiple Access (CDMA) and UMTS base
stations transmit continuous signals in the downlink
direction. If the received PSD is above the detection
threshold DCi will be one. The former case of DCi ≡ 0
is due to unused UMTS channels and applies for
≈ 60% of the UMTS band at NE. These are the reasons

8The results presented in [32] have been computed using the
whole measurement traces and kernel-based CDF estimation as
offered by MATLAB. Here, we use representative subtraces that
describe the daytime spectrum occupancy. Additionally, we use
the empirical CDF since the kernel-based estimation does not
accurately estimate steps in the CDF that may occur if single
subbands show clearly different duty cycles.

for the very flat UMTS-graph. If the received PSD is
close to the detection threshold or noise samples are
strong enough to cause false detections, intermediate
duty cycles may also occur. In the UMTS case most
of the rare intermediate values are due to one weak
UMTS channel and the edges of all other UMTS signals
present at NE.

The shown GSM900-graph is an example for a very
busy band without any vacant channel. Since the graph
corresponds to the more noisy radio environment at
NE some of these channels might still be vacant but
strong noise samples trigger false detections and re-
sult in intermediate duty cycles. As discussed for the
UMTS-case also the results collected at AB indicate
that both fully loaded and completely vacant channels
often occur in the same band. While about 60% of the
channels are never idle, 20% of the channels would
be available for secondary use during the whole time
period.

Distributions with high probabilities for the two ex-
tremes, DCi ≈ 0 and DCi ≈ 1, can usually be modelled
well with the beta distribution, given by

fb (x; α, β) = 1

B(α, β)
xα−1(1 − x)β−1, x ∈ (0, 1), (3)

where α and β are two free parameters to control the
behaviour of the distribution and B(α, β) is the beta
function

B(α, β) =
∫ 1

0
tα−1(−t)β−1dt. (4)

Additionally, the beta distribution can be flexibly
configured in order to describe various different be-
haviours without the need to introduce another type of
distribution. As discussed above, we found a significant
number of channels with DCi ≡ 0 or DCi ≡ 1 in several
of our measured traces. Since the beta distribution does
never approach 0 or 1 we use a modified beta distrib-
ution for duty cycle modelling. Let pDC=0 denote the
probability of a completely idle channel and pDC=1 de-
note the probability of a completely occupied channel,
respectively. We define the modified beta distribution
f mb(x; α, β) as

f mb(x; α, β) = pDC=0 · δ(x)

+ (1 − pDC=0 − pDC=1) · fb (x; α, β)

+ pDC=1 · δ(x − 1), x ∈ [0, 1], (5)

where δ(x) is the Dirac delta-function.
We will now use our measurement results and

the estimated distribution functions to show that the
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modified beta distribution is a good model for the
duty cycle distribution. We will apply two goodness-
of-fit metrics to evaluate the accuracy of the distrib-
ution fits [33].9 First, we use a reweighted version of
the Kolmogorov-Smirnov (KSw) metric as applied, e.g.,
in [9]:

KSw(k) = max
k∈[1, J]

|F(k) − G(k)|√
G(k)(1 − G(k))

, (6)

where F is the measured CDF, G is the CDF of the
fitted model, and J denotes the number of bins used
during the estimation of the CDF. We use the KSw-
metric because it is reweighted to consider also the
differences at the extreme ranges of k appropriately.

Second, we apply an area-metric A as given, e.g.,
in [19]. It is defined as

A(F, G) = 1

J

J∑
j=1

∣∣log(F−1( j/J)) − log(G−1( j/J))
∣∣

−
∣∣log(F−1(1/J)) − log(G−1(1/J))

∣∣
2J

−
∣∣log(F−1(1)) − log(G−1(1))

∣∣
2J

, (7)

The inverse function F−1 for a stepwise defined distrib-
ution function F can be defined as

F−1(k) = inf {q : F(q) > k} . (8)

The inverse function G−1 is defined similarly.
Figure 6 repeats the four previously discussed CDF

examples and also shows the corresponding modified
beta distribution fits. Additionally, the results for the
KSw and A are given. All fits are sufficiently close to
the measured distribution and prove that the modified
beta distribution can reproduce the measured charac-
teristics of the duty cycle. Especially, the explicit mod-
elling of pDC=0 and pDC=1 results in good fits.

Table 3 lists all required parameters for the modified
beta distribution for various services but also the lower
two complete subbands. We also include the goodness-
of-fit results in order to show how well each case could
be modelled by the modified beta distribution. We list
parameters for both calm radio environments at AB
and IN and the busier environment at NE in order

9In [32] we applied the symmetric Kullback-Leibler divergence
as goodness-of-fit metric. We switched to other metrics due to the
characteristics of the applied CDF estimation. The kernel-based
CDF estimation, as executed in [32], results in rather smooth
curves but the empirical CDF is more realistic and reproduces
further details, e.g., sharp steps. The Kullback-Leibler divergence
is too sensitive to such characteristics and the other metrics
turned out to be more robust for our application.
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Fig. 6 Comparison of different duty cycle distributions and the
corresponding modified beta distribution fits. The shown graphs
are based on measurements taken at NE and AB using the same
thresholds as given in Fig. 5

to enable scenario generation for different types of
radio environments. Additionally, for the calm radio
environments the better fit of the two options AB and
IN and for the busier environment the better fitting
threshold can be selected. The given parameters enable
straightforward generation of realistic duty cycle data
sets for DSA and cognitive radio research.

Few of the listed parameter sets result in higher val-
ues for the weighted Kolmogorov-Smirnov- or the area-
metric. In most of these cases steps can be identified
in the shape of the CDF due to similar duty cycles
throughout wider communication channels. Such steps
cannot be well reproduced by the beta distribution.
However, since we do not want to model each wireless
system separately but ensure a single and general model
for the DC distribution we focus on the modified beta
distribution.

4.2 Impact of the energy detection threshold

The energy detection threshold γ has significant impact
on the duty cycle distribution. Figure 7 compares the
distribution of DCi as measured at the location IN.
We estimated the distributions for all tested threshold
values and used the data collected in the first subband.
Although not listed in Table 3, all distributions could
be represented well by the modified beta distribution
as proven by the weighted KS-statistic and the area
metric. The proposed model is applicable for all cases
and is not sensitive to the energy detection threshold
per se.
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Table 3 Parameters of the modified beta distribution for duty cycle modelling

Data set Location Subband Threshold γ pDC0 pDC100 α β KSw A
[MHz] [dBm/200 kHz]

Whole subband AB fc = 770 −107 0.195 0.308 0.414 1.098 0.055 0.068
Whole subband IN fc = 770 −107 0.480 0.222 0.597 1.044 0.012 0.013
Whole subband NE fc = 770 −100 0.326 0.217 0.463 1.180 0.057 0.053
Whole subband NE fc = 770 −107 0.001 0.515 0.761 1.004 0.066 0.044
TV AB fc = 770 −107 0.189 0.342 0.414 1.103 0.047 0.068
TV IN fc = 770 −107 0.459 0.058 0.520 1.622 0.057 0.049
TV NE fc = 770 −100 0.455 0.208 0.389 1.226 0.057 0.062
TV NE fc = 770 −107 0.000 0.409 0.801 1.121 0.074 0.057
GSM900 UL AB fc = 770 −107 0.007 0.124 0.612 3.174 0.157 0.152
GSM900 UL IN fc = 770 −107 0.825 0.015 0.473 3.197 0.043 0.028
GSM900 UL NE fc = 770 −100 0.272 0.016 0.489 3.576 0.161 0.117
GSM900 UL NE fc = 770 −107 0.000 0.267 1.750 1.252 0.046 0.017
GSM900 DL AB fc = 770 −107 0.000 0.934 3.677 1.336 0.035 0.001
GSM900 DL IN fc = 770 −107 0.044 0.401 0.575 1.528 0.072 0.057
GSM900 DL NE fc = 770 −100 Too little data, the subband is nearly completely loaded.
GSM900 DL NE fc = 770 −107 Too little data, the subband is nearly completely loaded.
Whole subband AB fc = 2250 −107 0.879 0.039 0.620 3.127 0.016 0.009
Whole subband IN fc = 2250 −107 0.875 0.036 0.412 1.090 0.021 0.014
Whole subband NE fc = 2250 −100 0.747 0.065 0.452 1.886 0.037 0.029
Whole subband NE fc = 2250 −107 0.424 0.151 0.425 1.209 0.063 0.064
GSM1800 UL AB fc = 2250 −107 0.878 0.000 1.775 91.673 0.055 0.009
GSM1800 UL IN fc = 2250 −107 Too little data, the subband is nearly completely vacant.
GSM1800 UL NE fc = 2250 −100 0.785 0.000 0.396 2.780 0.119 0.053
GSM1800 UL NE fc = 2250 −107 0.324 0.046 0.396 1.703 0.155 0.136
GSM1800 DL AB fc = 2250 −107 0.193 0.616 0.716 1.202 0.024 0.019
GSM1800 DL IN fc = 2250 −107 0.344 0.111 0.698 1.317 0.040 0.027
GSM1800 DL NE fc = 2250 −100 0.000 0.746 1.265 1.151 0.023 0.007
GSM1800 DL NE fc = 2250 −107 0.000 0.949 16.465 1.923 0.046 0.001
DECT AB fc = 2250 −107 0.073 0.000 1.688 4.927 0.124 0.060
DECT IN fc = 2250 −107 0.418 0.000 1.955 63.373 0.109 0.036
DECT NE fc = 2250 −100 0.011 0.211 1.110 3.227 0.079 0.043
DECT NE fc = 2250 −107 0.000 0.484 2.454 1.352 0.067 0.015
UMTS UL AB fc = 2250 −107 Too little data, the subband is nearly completely vacant.
UMTS UL IN fc = 2250 −107 Too little data, the subband is nearly completely vacant.
UMTS UL NE fc = 2250 −100 0.914 0.003 0.701 12.104 0.043 0.010
UMTS UL NE fc = 2250 −107 0.157 0.012 0.478 2.369 0.203 0.132
UMTS DL AB fc = 2250 −107 0.596 0.383 1.481 1.075 0.003 0.001
UMTS DL IN fc = 2250 −107 0.611 0.188 0.868 1.344 0.023 0.010
UMTS DL NE fc = 2250 −100 0.440 0.406 0.932 23.791 0.004 0.012
UMTS DL NE fc = 2250 −107 0.120 0.511 0.349 0.632 0.075 0.076
ISM at 2.4 GHz AB fc = 2250 −107 0.144 0.000 0.840 5.947 0.265 0.126
ISM at 2.4 GHz IN fc = 2250 −107 0.654 0.000 0.521 12.113 0.248 0.100
ISM at 2.4 GHz NE fc = 2250 −100 0.586 0.004 0.380 1.935 0.109 0.082
ISM at 2.4 GHz NE fc = 2250 −107 0.193 0.162 0.447 2.635 0.088 0.123

In some subbands the duty cycles of only very few channels are different from DC ≈ 100% or DC ≈ 0%. In these cases model
parameters cannot be reliably estimated

Aside from the model accuracy different energy
detection thresholds still result in significantly differ-
ent distributions but, based on our measurement data,
interference and primary user signals cannot be differ-
entiated. This fact leaves us with the need to choose a
detection threshold arbitrarily based on an estimation
of the background noise floor. Often the detection

threshold has been determined by comparison to the
noise distribution as measured with a 50 � fitted match,
see, e.g., [8] and [12], but in rather noisy radio environ-
ments, such as NE, these low detection thresholds will
result in DCi = 1 for numerous channels.

At the calm radio environment AB we received less
primary user signals. At the same time the background
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Fig. 7 Comparison of the impact of different energy detection
thresholds on the duty cycle distributions and the modified beta
distribution fits. The shown graphs are based on measurements
taken in the whole first subband at IN

noise process is weak enough such that all detected
signals are due to intended primary user transmis-
sions instead of unintended interference when using the
threshold γ = −107 dBm/ 200 kHz, initially proposed
by the IEEE 802.22 standardization committee. There-
fore, the model parameters for AB definitely describe a
realistic but calm radio environment.

4.3 Duty cycle correlation over frequency

Frequency agility is one of the core features of DSA-
capable systems. Thus, for evaluation of DSA protocols
or algorithms multiple adjacent channels should always
be modelled. In this context, the question if the duty
cycles of adjacent channels are correlated is important.
Figure 8 shows the correlation of the measured DCi

plotted over the frequency lag for two selected ser-
vices. For both examples, the Digital Enhanced Cord-
less Telecommunications (DECT) and the UMTS DL,
the correlation characteristics and the system band-
width are clearly interconnected. DECT signals cover
about 1.7 MHz and are narrower than UMTS signals
of 5 MHz bandwidth. Also the band allocated for the
whole DECT service is narrower than the band as-
signed to the UMTS DL service.

The duty cycle is highly correlated for measurement
channel indices belonging to the centre of the same or
any of the neighbouring DECT channels. The correla-
tion is lower or even negative for other frequency lags.
In the case of UMTS no perfect periodicity as in the
DECT case is present. Since DECT applies periodic
and dynamic frequency selection all available ten chan-
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Fig. 8 Normalized correlation of the duty cycle plotted over
the frequency lag for selected examples. The shown graphs are
based on measurements taken at NE and AB using appropriate
thresholds

nels are equally busy. In contrast, UMTS employs fixed
frequency assignments and unused channels in between
lower the correlation.

As the correlation of the duty cycle is dominated
by the primary user signal bandwidth, realistic duty
cycle modelling requires knowledge on the primary
user bandwidth. The introduced duty cycle model does
not consider the correlation, yet. However, since it is
based on real life measurements and reproduces the
probabilities well, it is still superior compared to models
existing in the literature, e.g., [11].

We have provided a more detailed spectrum model
that also takes into account correlation characteristics
in the frequency domain in [33]. However, the required
number of parameters and the model complexity are
clearly higher. Thus, each researcher may decide upon
the required model accuracy and appropriate complex-
ity based on the application at hand.

5 Adaptive spectrum sensing

Fast and reliable identification of vacant spectrum is
very important for efficient secondary system opera-
tion. Several researchers have evaluated the problem
of how to choose the set of channels for sensing that
maximizes the probability of finding sufficient amount
of idle spectrum. The solutions presented in [18, 36] are
examples for theoretical formulations of the problem
and [11, 30, 31] are examples for more practically moti-
vated approaches.
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Here, we use the adaptive spectrum sensing as an
example for relevant applications for the introduced
spectrum model in DSA research. We elaborate on
the importance of realistic spectrum modelling by com-
paring the efficiency of the same adaptive sensing
algorithm when applied to spectrum occupancy data
generated using different spectrum models or our mea-
surement traces directly.

We assume an adaptive sensing algorithm that se-
lects a subset of the available channels for sensing and
analyse the probability that all sensed channels are
idle. We focus on non-consecutive spectrum since we
have seen in Section 4.3 that the correlation properties
of the duty cycle over frequency are not accurately
reproduced by our model.

We define B as a group of N channels selected for
sensing:

B = {b 1, . . . , b N} ∈ W, bi ∈ [1, K], (9)

where b 1, . . . , b N are the selected channel indices and
W denotes the whole subband under evaluation con-
sisting of K channels. Then,

pB =
N∏

i=1

(1 − DCbi), (10)

is the probability that all channels in the group B will
be idle at the same time.

The adaptive sensing algorithm is in charge of identi-
fying the optimal group B̂ of N channels that maximises
pB:

B̂ = maxB∈W pB. (11)

5.1 Duty cycle based sensing

We evaluate the following adaptive sensing algorithm:
The scheme exploits knowledge of the DCi for each
channel i and selects those channels with lowest DCi

for sensing [31].
Our analysis is focused on the impact of the DC dis-

tribution on the sensing performance. Thus, we do not
consider more advanced schemes that exploit knowl-
edge on the distributions of idle- and busy-periods for
each channel as discussed in, e.g., [18].

Let b̃ 1 . . . b̃ N denote the channel indices of those
N channels with the lowest DCi selected for sensing.
Following the DC-based sensing algorithm it will be
optimal to limit sensing to those N channels. Hence,
the main performance metric for evaluation is

pB̂(N) =
N∏

i=1

(
1 − DCb̃i

). (12)

5.2 Artificial spectrum models

We compare the following three artificial spectrum
models:

1. Constant DC:
The duty cycle is same for each channel:
DCi = DC = 0.25.

2. Uniform DC:
The duty cycle is uniformly distributed [11]:
DCi = U [0, 2xDC] = U [0, 0.5].

3. Modified beta distribution:
The duty cycle is modelled using the modified beta
distribution as introduced in Section 4.1:
pDC=0 = 0.1, pDC=1 = 0.1, α = 0.5, and β = 2.167.

All models result in the same average duty cycle
DC = 0.25 over the whole examined subband.

Figure 9 compares the efficiency of the DC-based
sensing when evaluated with spectrum occupancy data
generated from the three introduced models. We gener-
ated occupancy data for subbands of K = 500 channels
and averaged the results over ten simulation runs. The
standard deviations over the simulation runs are neg-
ligible and are not shown in Fig. 9. The performance
estimated based on the spectrum occupancy generated
using the modified beta distribution is clearly better
compared to the two other models. The configured
10 % of completely vacant channels are detected by the
sensing algorithm and about 60–70 idle channels can be
identified with very high probability.

The impact of the different spectrum models is sig-
nificant. The uniform distribution results in too few
channels with very low DC that are the most attractive
channels for DSA. The model with constant DC also
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Fig. 9 Comparison of the probability pB̂ to find the complete

sensed band B̂ idle computed for various artificial DC-models
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Fig. 10 Comparison of the probability pB̂ to find the complete

sensed band B̂ idle computed for selected artificial DC-models
and traces measured at AB

gives a wrong impression of the sensing performance.
These results show that also from an application point
of view accurate reproduction of the two extreme cases
of fully loaded and completely vacant channels is of
special interest. Our introduced model enables realistic
spectrum modelling and reliable evaluation of different
sensing algorithms.

5.3 Comparison to measurement data

Finally, we compare the performance of the adaptive
sensing algorithm when applying it to measured spec-
trum occupancy traces or spectrum data as generated
from different models.

Figure 10 shows the same type of graph as discussed
in the previous Section. The results for the measured
traces, taken from the GSM1800 downlink band data
collected at AB, and the appropriately fitted modified
beta distribution are very similar. Again, the result for
the uniform distribution is significantly different. The
slight differences between the measured traces and our
model are due to small model inaccuracies that we
consider as acceptable because the same model struc-
ture can be applied to various different wireless tech-
nologies without modification. At the price of higher
model complexity also more accurate reproduction can
be achieved as investigated, e.g., in [33].

6 Conclusion

In this paper we have discussed our spectrum occu-
pancy measurement setup in detail and have elaborated

on the major design decisions and lessons learned. We
have presented a comparison of three measurement
locations. Not only the signal strength received from
active transmitters but also the intensity of the back-
ground noise processes varies between locations. At the
more exposed and centrally located site higher noise
levels could be measured.

In a second step we have introduced a new model
for the duty cycle distribution. Based on our extensive
measurement results we have shown that the cases of
completely busy or vacant channels are very probable
and modified the beta distribution to reproduce these
characteristics. We have demonstrated that the pro-
posed model fits well and have listed model parameters
for multiple wireless systems.

The presented duty cycle model is beneficial for
multiple applications in the evaluation of dynamic spec-
trum access systems. As an example use case for the
model we have examined the performance of adaptive
spectrum sensing when evaluated using spectrum occu-
pancy data generated from various spectrum models.
Again, we have shown the importance of accurate
reproduction of the special cases of fully loaded or
completely idle channels. Our model has provided
very similar results as extracted from the measurement
traces directly, which validates the pursued modelling
approach.

In our future work we will investigate further adap-
tive sensing algorithms. The measurement data is avail-
able to the research community from http://download.
mobnets.rwth-aachen.de.
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