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Abstract Enabled by regulatory initiatives and advanced
radio technologies, more flexible opportunistic spectrum
access has great potential to alleviate the spectrum scarcity.
In this paper, we study the channel selection issue of
secondary users in spectrum-agile communication systems.
We focus on the sensing-based approach because it is
simple and has low infrastructure requirements. We propose
a two-step approach for channel selection. The first step
is to determine whether or not a channel is idle and thus
accessible to secondary users. We propose three algorithms
to perform the accessibility check based on measurements
of primary signals. Then we address the question whether
an accessible channel is a good opportunity for a secondary
user.

1. Introduction

Wireless communication faces constant challenges from the
ever-increasing demand for wireless services requiring addi-
tional spectrum. Historically, spectrum licensing and access
have been static, leading to a low spectral efficiency as shown
in a number of studies, e.g., [16]. Since a large amount of
white space (unused or lightly occupied spectrum) exists in
time, space, and frequency, it is often the absence of dynamic
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channel access instead of the true spectral scarcity that lim-
its the growth of wireless communications systems. With
this realization, the Federal Communications Commission
(FCC) has taken important initiatives towards flexible and
dynamic spectrum policies, including regulation recommen-
dations [7], secondary market spectrum leasing rulings [8,
11], and technical model proposals [5, 6]. At the same time,
advanced semiconductor and Radio Frequency (RF) tech-
nologies have produced devices that are more intelligent and
less expensive with stronger sensing and signal processing
capability. Driven by necessity and enabled by new techno-
logical advances, now is the perfect time to develop spectrum
agile cognitive radio networks.

Focusing on a specific aspect of spectrum-agile wireless
networks, we study sensing-based opportunistic access. We
consider two types of users. Primary users are the rightful
owners and have strict priority on spectrum access. They
may be motivated by monitory or regulatory benefits to share
spectrum with others under certain protections. Secondary
users are cognitive devices that can sense the environment
and adapt to appropriate frequency, power, and transmis-
sion schemes. They can opportunistically access unused
spectrum vacated by idle primaries. Primary users are con-
ventional legacy users whose hardware and protocols should
not be required to retrofit secondary user access needs.
Therefore, secondary networks should be non-intrusive
and pose minimum disruption to the primary network
users.

Consider an illustrative scenario: a set of spectrum-agile
communication devices sense the channel collaboratively.
By measuring the signal strength of primary users, the de-
vices choose channels to communicate on and appropriate
transmission formats. We focus on the channel selection is-
sue and consider a two-step approach.
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� In the first step, a secondary user has to determine whether
or not a channel can be considered as “idle” or “accessible”
by measuring the ambient signal strength of primaries. A
channel is accessible to secondary users if the transmission
of a secondary user will not cause significant interference
to co-channel primary users (potentially far away).

� The second step is for a secondary user to decide whether
an accessible channel is a good opportunity based on chan-
nel sensing statistics obtained from the first step. In partic-
ular, a secondary user prefers a channel where it can finish
its transmission before primary users return.

Channel selection is a specific, yet important, problem
in spectrum-agile communications. Primary networks are
not required to change their behaviors, although their
performance, e.g. capacity and delay, will be nonetheless
affected by secondary users. First, transmissions from
secondary users may cause outage to co-channel primary
users. Second, a newly activated primary user will force
some secondary users to evacuate the channel. Primary users
experience interference and access delay during evacuation.
On the other hand, the performance metrics for secondary
users are the channel capacity and delay due to channel
reallocation. There are contradicting needs between primary
and secondary users. These concerns are common to most
non-intrusive spectrum-agile radio networks. To understand
such tradeoffs and to propose appropriate approaches are
the focal points of the paper.

The paper is organized as follows. We discuss the sys-
tem model in Section 2. In Section 3, we focus on acces-
sibility study. We propose algorithms to determine channel
accessibility based on sensing information and the outage
requirement of primary users. Based on the proposed chan-
nel sensing results obtained in Section 3, we study channel
opportunity in Section 4. We then conclude the paper in
Section 5.

2. System model

In this paper, we consider secondary users that can sense
activities of primary transmitters in order to determine the
presence and the level of primary user transmissions. Note
that other approaches to spectral agile networking have
been proposed, including those relying on user geo-location
and centralized database registry. While acknowledging the
advantages of different secondary networks, we advocate
the non-intrusive, sensing-based network design that allows
secondary users to be backward compatible with existing
wireless primary networks. Without requiring primary users
to alter their behaviors, non-intrusive secondary network de-
signs make integration with primary networks much simpler
and less disruptive. It requires less system/infrastructure

support at the cost of some capacity. Still, in the beginning
stage of study on spectrum-agile communications, the goal
is to reap the “lower-hanging fruits.” Hence, simplicity
and compatibility are desirable attributes. Furthermore,
sensing-based approach can be integrated with other
approaches as a complementary technique. Therefore, we
study sensing-based scheme in this paper.

We make the following assumptions in the paper:

� Primary users are the spectrum owners that have strict
priority over secondary users on spectrum usage. These
users can be legacy devices operating in a conventional
manner. Only secondary users are agile, i.e., equipped with
spectrum-agile devices to yield to primary users.

� Secondary users have built-in channel sensing capabilities
and may adapt to the changes in the environment by select-
ing communication channels, transmission power level,
modulation and coding schemes, and other settings. We
do not assume that secondary users have GPS devices.

� Both primary and secondary users use omni-directional
antennas.

We do not impose specific requirements on the architec-
ture of primary networks. Primary users could be broad-
casters such as TV stations or point-to-point communication
pairs such as microwave links. Secondary users may form a
WLAN or an ad-hoc network. They could potentially have
their own default channels, such as channels in 2.4 G ISM
band. Our focus is to understand when and how a secondary
user can select a (primary) channel based on channel sensing
information and statistics.

Secondary users are equipped with important power-
sensing capability to measure the background activity level
prior to entering a new channel. We assume that sensing de-
vices have enough sensitivity. For instance, a spectrum-agile
device operating on TV-band should have much higher sensi-
tivity than that of a regular TV receiver. Thus, if a secondary
user fails to detect a primary user, then we assume that the
primary user is sufficiently apart and effectively absent. In
other words, a TV receiver nearby will not be able to receive
TV signals even in the absence of secondary users.

Furthermore, we assume that the transmission power of
primary users is either known or bounded. This is a rea-
sonable and necessary assumption. This information can be
obtained when negotiating with primary networks for the
setup of spectrum agile secondary systems. In general, there
may be multiple primary users at different locations and ex-
perience interference from secondary users. As a starting
point, we study the case of a single (set of) secondary user(s)
and a single (set of) primary user(s). One possible scenario
is that the access point of a wireless LAN is a smart-device.
It can capture a spectrum opportunity and thus inform all its
associated stations to explore the opportunity. Conceptually,
we can consider this WLAN as one secondary user. We do
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not consider the potential cumulative impact of secondary
users. For cases with multiple primary users, we essentially
limit the focus on the most vulnerable primary transmission.

3. Sensing-based channel accessibility study

In this section, we study the feasibility of secondary wire-
less connectivity based on power-sensing and the resulting
capacity-interference tradeoff between primaries and sec-
ondaries. To elaborate, when probing a channel, secondary
users measure the ambient signal strength of primaries to de-
cide whether the channel is accessible (to secondary users).
Due to uncertainties in wireless propagation environment,
transmission from secondary users could pose excessive in-
terference to primary users. The objective for the accessi-
bility check is to satisfy the performance requirement of
primaries while maximizing the channel access probability
of secondary users.

We assume that primary receivers can tolerate a maxi-
mum desired-to-undesired (D/U) power ratio, noted as Du.
As defined in [12], D/U is the ratio of the received power
of the primary transmitter to that of the secondary one at
the primary receiver. If the required D/U is violated, we say
that an outage occurs. The primaries require that the out-
age probability be lower than a certain threshold (1 − Pth).
Both Du and Pth are predefined by primaries or spectrum
regulators and are given to secondary users as the metric
for non-intrusiveness. The higher the value of Du and the
higher the value of Pth, the better the protection of primary
users, and the less the opportunity of secondary users, and
vice versa. We should note that D/U may be affected by the
access scheme of primary users. For instance, for CDMA-
based primary systems, processing gain may be cooperated
into D/U requirements. However, secondary users only need
to be informed of D/U instead of the details of the access
scheme of primaries.

The challenge stems from the random path loss in the
RF propagation. Suppose the transmission powers of both
primary and secondary users are given. Randomness occurs
when secondary users probe the signal strength of primaries.
Furthermore, randomness also occurs when the secondary
user transmits and its randomly propagated signal is consid-
ered as interference at a primary receiver. Thus, random RF
propagation loss introduces outage probability for primary
users due to transmissions of secondary users. Note that ad-
ditional randomness may occur in the existence of multiple
secondary users without collaboration. Their transmission
causes cumulative interference at the primaries. However, in
this paper, we ignore such issues and focus on one (set of)
primary user and one (set of) secondary user.

From a primary user’s perspective, secondary users are
potential interference sources whose transmission leads to

possible outage. From a secondary user’s perspective, ag-
gressive access implies more capacity. Thus, there exists a
tradeoff between the capacity of secondary users and the
outage probability at primary users and it is our objective to
maintain a balance between them.

There are two communication scenarios of the primary
users: broadcasting with effective receiving range as shown
in Fig. 1 and duplex point-to-point communications as shown
in Fig. 2.

In the first case, we use a TV station as an example of
broadcasters. Assuming known transmission power of the
TV station, effective receivers usually requires a certain
minimum signal to noise ratio. For example, TV receivers
within the dashed circle centered at the TV station are con-
sidered as effective receivers in Fig. 1. The objective is to
provide a probabilistic outage guarantee for effective broad-
cast receivers. In other words, if a receiver obtains an SNR
that is higher than the required threshold in the absence of
secondary users, then the total interference power from the
transmission of secondary users should not cause outage of
primaries with probability Pth. On the other hand, outside the
effective receiving range of the TV station, the interference
caused by secondary users is inconsequential, since the pri-
mary (broadcast) receivers are unable to function properly
even without secondary users. A secondary user measures
the signal strength of possible TV stations. Based on such
measurements, the secondary user decides whether or not to
transmit.

The second case we consider is when primaries per-
form duplex point-to-point communications, as illustrated
in Fig. 2. In the case, terminals A and B are primary users,

Fig. 1 Broadcasting case

2ndary

primary

Fig. 2 Point-to-point case
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while terminals C and D (away from A & B) are non-intrusive
secondaries seeking a channel. The received signal strength
of the primary users at C & D are obtained through power
sensing. The varying channel characteristics are taken into
account. The objective is to keep the outage probability of
primary users below 1 − Pth. Given the measurements at C
& D, we must determine whether they can communicate at
given transmission powers. We use the broadcasting case to
illustrate our algorithms, and then discuss possible exten-
sions to the point-to-point communication case.

3.1. Broadcasting primary users

When a non-intrusive secondary user wishes to transmit in a
given channel (band), it must first undergo an “accessibility”
check. In other words, a secondary user probes the channel
and decides whether its transmission will violate the required
D/U of a potential primary receiver given the transmission
power of the TV station. If the answer is yes, the secondary
user is not eligible to use the channel. There are two out-
age scenarios. When the secondary user transmits within the
effective receiving range (i.e, the dashed circle), an outage
occurs. Second, when the secondary user transmits outside
the effective receiving range, if its transmission causes the
D/U requirement to be violated for a receiver within the ef-
fective receiving range, then we consider it as an outage. The
objective is to provide a probabilistic outage guarantee based
on power sensing information obtained at the secondary user.
This is called accessibility check.

We define the effective receiving range, R, as follows.
When only distance-based path loss is considered for primary
transmissions and if background noise is at a fixed level,
then the effective receiving area of a TV station is a disk
with radius R ∝ P1/α

T V , which is a function of the primary
transmission power PTV and the path-loss parameter α, as
illustrated by the dashed circle in Fig. 1. Such information
of a TV station is publicly available. For instance, the analog
TV station at channel 4, KRON-TV at San Francisco area
[9], has a transmission power of 100 KW and an effective
radius of 120 km (based on its service contour map (47 dBµ)
in [10]).

We consider a set of K measurements on the primary
signal strength at the secondary users, denoted as Y =
{Y1, . . . , YK }T , where Yi is the ith measurement of the re-
ceived signal strength. We assume that {Yi } are independent
measurements. They can be obtained by K secondary users
at different but nearby locations or by a secondary user at
K different instants. We have Yi = X0 + ni , where X0 is the
deterministic distance-based signal strength at the secondary
user, and ni be the uncertainty caused by fading in the ran-
dom propagation environment, such as shadowing and fast
fading. (We note that background noise is assumed to be in-
significant and is thus ignored in the study.) The accessibility

problem can be stated as follows: given the estimate, Y, the
secondary user estimates the outage probability of its trans-
mission at power Ps. If the outage probability is larger than
the threshold, the secondary user is not eligible to transmit.

The problem can be formulated as to estimate the outage
probability, Po,

Po

=





P

(

10 log10

PTV

Ps
+10α log10

(d − R)

R
+n ≤ DU

)

, if d ≥ R

1 if d < R,

(1)

where d is the distance of the secondary user from the TV
station, which is unknown but can be estimated from the
measurements Y = {Y1, . . . , YK }T , R is the effective receiv-
ing range, (d − R) is the shortest distance from the secondary
user to an effective TV receiver, and n is the random factor in
the propagation environment. If Po ≥ 1 − Pth, then the user
is not eligible to transmit and vice versa.

A natural idea is to take a two-step approach: to estimate
the distance and then to estimate the outage probability. The
challenge stems from the randomness in the estimation of d
and its combination with the randomness in the transmission
from the secondary user to a potential primary receiver. In
other words, the two steps are closely coupled in determining
Po.

Our approach is motivated by the following observation:
we need to make a conservative estimation in terms of the
distance d so that we avoid the situation where the secondary
user transmits within the effective receiving range. If the
estimation on distance is conservative enough, it is unlikely
that the transmission of a secondary user to cause outage
at primaries. Based on such an intuition, we present the
following problem formulation and algorithms.

3.2. Proposed algorithms

We define the restricted range, Rr, through the following
equation:

PTV R−α

Ps(Rr − R)−α
= DU , (2)

where PTV is the transmission power of the TV station, Ps

is the transmission power of a secondary user, α is the path-
loss component, DU is the D/U requirement, R is the ef-
fective receiving range, and (Rr − R) is the minimum dis-
tance between an effective receiver and the secondary user
that is transmitting at distance Rr. The LHS is the ratio of
the received TV transmission power to that of the secondary
transmission at the TV receiver. Only deterministic distance-
related path-loss is taken into account in this equation. The
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intuition is that a secondary user transmitting in the restricted
range will cause outage to a receiver in the effective receiving
range when only distance-related path-loss is considered. In
other words, the restricted range, Rr > R, can be considered
as an additional precaution that a secondary user takes to
protect the performance of primary TV receivers. It worths
mentioning that an adaptive factor can be included in Rr

to reflect the fading environment and the estimation accu-
racy at secondary users. This will be discussed at the end of
the section. In summary, a secondary user should not trans-
mit within the restricted range. It makes such a decision
based on channel probing information, which is discussed
next.

Recall that Y = {Y1, . . . , YK } is the measurement (in dB)
and Yi = X0 + ni where X0 is a deterministic function of
the distance between the secondary user and the TV station,
which is the parameter to be estimated. Let X(Rr) be the
signal strength at distance Rr where only distance-based loss
has been considered. If X0 ≥ X (Rr ), then the secondary user
is within the restricted range (higher signal strength implies
shorter distance). Our objective is to determine whether the
secondary user is within the restricted range given the mea-
sured signal strength. In particular, we obtain an estimate X̂
of X0 given Y. A secondary user consider the channel accessi-
ble if X̂ < X (Rr ) and not if X̂ ≥ X (Rr ). Thus, our objective
is to obtain a (conservative) estimate X̂ such that

P(X̂ ≥ X0) ≥ Pth, (3)

where Pth is the pre-determined threshold, depending on the
requirement of the primaries. Note that the system experi-
ences the highest “miss” probability when X0 = X (Rr ). On
the other hand, we want to minimize the estimate E(X̂ ) so
that a secondary user is more likely to use a potential free
channel.

Note that our objective is not to obtain a “best” estimate
of the distance/location, where the “best” can be quantified
as minimum-mean square error, etc. Rather, we need a con-
servative estimate where the conservativeness is defined by
Pth. Because of different objectives, algorithms for location
and distance estimations (e.g., [1–4,13, 15, 17–21]) cannot
be directly applied. The intuition here is to provide sufficient
protection in range so that outage is unlikely to happen. To
quantify such sufficient protection, we propose the following
three algorithms.

� Linear estimator. It is defined as

X̂l =
∑K

i=1 Yi

K
+ Bl,

where Bl is a parameter to be determined by the outage
requirement in Eq. (3).

� Extreme estimator. It is defined as

X̂m = max
i=1,···,K

Yi + Bm,

where Bm is a parameter to be determined by the outage
requirement in Eq. (3). The subscript m stands for maxi-
mum.

� Confidence interval estimator: Let X̂ub be the confidence
interval estimator. It is built upon the concept of confi-
dence interval from estimation and detection theory. We
first obtain a maximum likelihood estimation. Consider y
as a continuous random variable with probability density
function f (y; X0) where X0 is the unknown parameter. The
likelihood function with K independent data sets is given
by L(y1, . . . , yK ) = ∏K

i=1 f (yi ; X0). A maximum likeli-
hood estimate (MLE) of X0 is the value that maximizes
ln(L(y1, . . . , yK )). In general, MLE estimates of the pa-
rameters are asymptotically normal. Thus, if X̂ML is the
MLE estimate for X0, obtained from a large sample, then
it can be approximated by a Gaussian distribution. Given
the one sided confidence interval P(X0 ≤ Cu) = Pth, we
set the estimator X̂ub as

X̂ub = Cu ≈ X̂ML + Q−1(Pth)
√

Var(X̂ML),

where Q(x) = (2π )−1/2
∫ x
−∞ e− x2

2 dx . The intuition is that
X0 is likely to be bounded by the one-sided confidence
interval Cu given a large sample set.

3.3. Parameter estimations

We have estimated the parameters evolved in the afore-
mentioned three algorithms under the following fading sce-
narios: (1) log-normal shadowing only; (2) Rayleigh fading
only; and 3) combined shadowing and Rayleigh fading. We
report the following results and include the details in the
Appendix.

3.3.1. Shadowing

Shadowing is due to cumulative effects of different objects in
the propagation path. When the number of such objects be-
come large, the distribution of the cumulative effects is often
modelled as log-normal shadowing. Let σ 2 be the variance of
the log-normal shadowing. A typical range for σ 2 is between
4 dB to 12 dB. We have the following results: (1) For the
linear estimator, Bl = Q−1(Pth)

√
σ 2/K ; (2) For the extreme

estimator, Bm = −σ × Q−1((1 − Pth)1/K ); and (3) The con-
fidence interval estimator is the same as the linear estimator.
Numerical results show that all estimators maintain the de-
sired outage probability. Furthermore, the linear estimator
performs better than that of the extreme estimator in terms
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of the capacity gain. The conjecture is that the variance of the
linear estimator is smaller than that of the extreme estimator.

3.3.2. Rayleigh fading

Rayleigh fading is due to the interference caused to the
main signal by the same signal arriving over many dif-
ferent paths, resulting in out-of-phase components at the
receiver. Let ri = 10 log10 v, where v follows Rayleigh
distribution with probability density function fv(v) =
v/s2e−v2/2s2

and s is parameter of Rayleigh fading. The re-
sults are as follows: (1) For the linear case, we have the
following approximation Bl ≈ Q−1(Pth)

√
V ar (ri )

K − E(ri );
(2) For the extreme estimator, we have Bm =
−5 log10 2s2[− ln(1 − (1 − Pth)1/K )]; (3) The confidence
interval estimate is X̂c ≈ 5 × log10( ˆ̄X

2

ML + Q−1(Pth)
ˆ̄X

2

ML√
K

).
Note that in both the linear and confidence interval estimates,
approximations are involved and they work well when the
number of independent samples is large. When the number
of samples is small, the extreme estimator is more accurate
in maintaining the desired outage probability.

3.3.3. Combined shadowing and rayleigh fading

To consider the cumulative effects, we approximate the linear
estimator as follows: Bl = Q−1(Pth)

√
σ 2+V ar (ri )

K − E(ri ). An
accurate closed-form solution is difficult to find due to the
complexities in the joint distribution function.

3.4. Numerical results

The performance of the proposed estimation algorithm is
evaluated numerically. Due to space limitation, we report

the result of the linear estimator under log-normal shad-
owing when K = 1. The following parameters are used in
the numerical results. The analog TV station at channel 4,
KRON-TV at San Francisco area [9], has a transmission
power of 100 KW and an effective radius of 120 km (based
on its service contour map (47 dBµ) in [10]). FCC’s recom-
mendation for D/U for an analog TV station is 34 dB [12]. Let
the maximum transmission power of a secondary user, Ps,
be 100 mW. In this case, we can calculate that Rr = 1.22R
using Eq. (2).

We consider two metrics: the probability a secondary user
tests the channel as accessible, and the outage probability.
As discussed earlier, there are two possible outage scenarios.
First, the secondary user is transmitting within the effective
receiving range (R). Second, the secondary user is outside the
effective receiving range, but its transmission causes the D/U
requirement to be violated for a receiver within the effective
receiving range (probabilistically). We consider the receiver
that is closest to the secondary user.

Figures 3 and 4 show the performance of the proposed
linear algorithm when Pth = 0.99 and 0.9, respectively, for
various degrees of shadowing. In both figures, the x-axis is
the normalized distance between the secondary user and the
TV station normalized over the effective receiving range (R).
In other words, x = 1 is the maximum distance of an effec-
tive receiver, and x = 1.22 is the restricted range when no
fading is considered. The probability of sensing an accessi-
ble channel is plotted in the upper figures, and the probability
of outage is plotted in the lower figures. When the distance
between the secondary user and the TV station increases, the
probability of deciding an idle channel increases. When the
shadowing is low, the curve is more steep, as illustrated in
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Fig. 3 Outage probability
when Pth = 0.99; i.e., the
threshold for outage is 0.01
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Fig. 4 Outage probability
when Pth = 0.9; i.e., the
threshold for outage is 0.1

Fig. 4. Note that the restricted range is an auxiliary concept
and we do not use it as a performance criterion. However,
we do notice that the maximum outage probability occurs at
the edge of the restricted range. In both figures, we see that
the outage probability of primary receivers is under control
using our proposed algorithm.

The numerical results are provided in the case of TV
broadcasting because regulatory data is currently available
in this case. We should note that the proposed algorithm is
not limited to this special case. Extension to point-to-point
communication scenarios is discussed in Section 3.5. Fur-
thermore, the proposed algorithms can be applied to scenar-
ios where multiple wireless networks co-exist. For instance,
a wireless network operates in a certain geographic area.
Another wireless network that begins operations later can
yield the operation rights of the first-arrived network when
selecting its spectrum using the proposed algorithm. In this
case, the operation parameter may be less stringent (e.g.,
allowing a larger value of outage probability) to increase
spectrum efficiency. Another example is the co-existence of
heterogeneous wireless networks. In IEEE 802.15.2, Blue-
tooth devices yield the operation of WLAN devices. In this
case, Bluetooth devices can apply the algorithms similarly
as the secondary users.

3.5. Point-to-point communication

We can extend the result from the broadcast case to the
point-to-point communication case as follows. We define the
effective receiving range for each primary user as the distance
between the transmitter and the receiver. We then define the
restricted range for each primary user similarly as in Eq. (2).
When the radius of the inner circle (receiving range) is much

smaller than that of the outer circle (restricted range), the
overall effect is approximated as a big circle. A secondary
user performs the accessibility check for both primary users.
The channel is accessible if the user passes both checks.
The case of point-to-point communication deserves further
investigation.

3.6. Discussions

In all three algorithms (and others), we note that the num-
ber of independent measurements is an important factor in
the estimation accuracy. The larger the number of measure-
ments, the more accurate and less conservative the estimate
is, the higher the chance a secondary user passes an acces-
sibility check. In practice, we may or may not be able to
obtain a large number of independent measurements. In par-
ticular, when shadowing is considered, measurements from
close locations are likely to be correlated. On the other hand,
Rayleigh fading happens in a small scale and it might be eas-
ier to obtain multiple independent measurements. We note
that when the number of measurements is small, the accessi-
bility check is more conservative. An interesting byproduct
is that a secondary user is unlikely to cause outage given a
conservative estimate on its location. In Section 3.4, we show
that a secondary user will not violate the outage requirement
of primaries if it passes the accessibility test when the num-
ber of measurements is small.

On the other hand, if the estimate of distance (or equiv-
alently X0) is very accurate (e.g., from a GPS device), we
need to introduce an adjust factor into Rr. The idea of the
adjust factor is to take into account the fading effect from the
secondary user to primaries. For instance, suppose d is given
accurately, the adjust factor β can be calculated as follows as-
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suming log-normal shadowing. Let β Rr be the distance from
the TV station where a secondary user has the probability of
outage 1 − Pth. We have

Pth = P

(

10 log10
PTV

Ps
+10α log10

(β Rr − R)

R
+n ≤ DU

)

,

(4)

and thus

β = R

Rr

(
10c1 + 1

)
,

where

c1 = 1

10α

(

DU − 10 log10
PTV

Ps
− σ Q−1(Pth)

)

.

In this case, the accessibility test much simpler since the
distance is known. To elaborate, the channel is accessible if
d ≥ β Rr and not otherwise.

In general, the value of β depends on the accuracy of the
position estimation. We show that in the numerical results,
when the number of measurements is small, β = 1 suffice.
We also show the extreme case where the location is known.
In general, the value of β is in between.

A practical challenge is for a user to decide a channel
model and appropriate parameters for the chosen model. For
instance, a user needs to know whether a Rayleigh fading
channel is appropriate. In general, information on the op-
eration environment may help a user choose an appropriate
channel model. For instance, urban and suburban areas may
apply different channel models. Different urban areas may
have different values on path loss factor. In addition, if a user
experiences dramatic small scale channel quality fluctuation,
e.g., by measuring the signal strength of a beacon signal from
an AP or the pilot from a BS, a fast Rayleigh fading channel
could be assumed. We plan to further study the issue and the
impact of imperfect channel model in the future.

In the paper, we assume that a user can make its deci-
sion in each time instance. For fast fading channels, a user
experiences independent fading at different time instances.
Therefore, measurements at different times of a user can be
used as independent measurements and enhance the mea-
surement quality. In this case, there exists a tradeoff between
delay and conservativeness in the decision. A user that is will-
ing to tolerate longer delay can get better estimations. The
time scale of fast fading is on the order of milliseconds. On
the other hand, in the case of shadowing, a stationary user is
unlikely to have independent measurements at different time
instance. (We can obtain independent measurements through
collaborative sensing by users at different locations.) In this
case, time will not help and a user can make instantaneous
decisions with little performance loss.

In this paper, we consider one secondary and one primary
user. If there are multiple primary users, the channel is acces-
sible to a secondary user if and only if the secondary user will
not cause outage to any of the primary users. Therefore, the
secondary user can apply the algorithm to all primary users.
On the other hand, the problem is more challenging when
there are multiple secondary users (potentially unaware of
each other). In this case, the interference at a primary user
accumulates. It is shown that an additional protection on
distance is needed under certain propagation models and
without fading [14]. We plan to extend the results to our sce-
narios. Note that limitations on sensitivity and power scaling
are also discussed in [14].

4. Channel opportunity study and the optimal
sensing protocol

So far, we answer the question whether or not a channel can
be considered accessible or idle at a given time instance.
The second step is for a secondary user to decide whether an
accessible channel is a good opportunity based on channel
sensing statistics obtained from the first step. In particular,
a secondary user prefers a channel where it can finish the
transmission before the primary users return. Determining
whether the channel is idle or not poses a serious challenge,
particularly in the context of available estimation and de-
tection algorithms, in the design of agile radio, but there
have been studies indicating the use of sensors whose prime
function is to update a central server. An agile radio uses its
position and accesses this central server to determine if the
particular channel is idle or not. Whether sensors are used or
not, the following simple algorithm is useful in estimating
the white spaces of the spectrum [22].

The secondary wireless network would determine that a
particular channel is an opportunity if it can find an idle time
in that channel that is greater than Topp, where Topp is the
requirement in time and stems from the applications running
in the secondary wireless network such as video, audio, data
etc. In order to use a particular primary channel whose idle
times are greater than Topp, we need a sensing scheme that
would determine if the particular channel is an opportunity
or not. The occupancy in a particular channel is defined as the
probability that the physical layer signatures of the current
primaries are present. Using simple correlation or feature
detection techniques one can easily determine the presence
of the primary. Let us now consider important aspects in
designing a sensing protocol. A secondary wireless network
has a requirement in terms of time or bandwidth (bits/sec)
when it is looking for opportunities or white spaces in the
spectrum to transmit its data. If the bandwidth requirement
is in bits/sec, it is translated to a time requirement based
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on the physical transmission rate that the wireless system is
currently using.

As indicated above, let a secondary wireless system look
for a spectral opportunity equal to Topp. This is different from
the channel occupancy, Ton, of the primary. The channel
occupancy represents the actual occupancy of the channel
by the primary. A secondary wireless network occupies that
particular channel if and only if it determines that channel
is a spectral opportunity which is given by the following
equation:

Toff ≥ αTopp, α > 1, (5)

where Toff represents the time that a particular channel is
not occupied by the primary. The intuition behind Eq. (5)
is to reduce the probability of collision with the primary.
α is a design parameter and smaller values of α make the
probability of collision with the primary higher. Reducing
the collision probability has a negative effect of lowering the
spectrum utilization. This would mean that the secondary
wireless network is very conservative in determining that
the channel is an opportunity. On the other hand, a non-
conservative approach would increase the chance of collid-
ing with primary. So one needs to choose α in optimal way
that maximizes the spectrum utilization for a given proba-
bility of collision. Currently all primary channels have their
value of α = ∞ implying that the secondary wireless net-
work cannot access this channel. The value of α is cho-
sen to be 2 in this paper for simplicity. It should be noted
that designing the right value of α is out of scope of this
paper.

Once the sampling rate is determined, the secondary wire-
less network senses that channel and collects information
about that channel. The results of the sampling are updated
in the database maintained by the individual station or the
central controller, such as access point or base station, for
possible switching in the future. The initial requirement of
sampling requirement comes from the secondary wireless
network applications that require an opportunity of Topp. Ini-
tially it is fixed at:

Tsample = Topp

2
, (6)

where Tsample represents the sampling interval and this will
determine if the channel is a spectral opportunity for this
secondary wireless network. This sampling interval is also
called as the Nyquist opportunity determination rate as this
represents the maximum rate that will be used by the sec-
ondary wireless network to determine the availability of the
channel. This rate can construct the original occupancy of
the channel if that channel has E[Toff] = Topp. This sampling
rate may not be optimal, as it may spend more time in sam-

pling the spectral opportunity and thus increase the sampling
overhead and power consumption.

We outline a technique to find the optimal sampling fre-
quency. Let Xt be a stochastic process denoting whether the
channel is occupied or not at time t. Xt represents the indica-
tor random variable. Then the fraction of time the channel is
busy in an interval [0, τ ] is given by:

Oτ = 1

τ

∫ τ

0
Xt dt, (7)

where Oτ is actual occupancy of the channel that is cur-
rently sensed and is a random process whose realizations are
different at different instants of time. The above equation
represents the continuous process. As mentioned we will
be sampling the channel for regular interval given by Tsample

whose optimal value has to be determined. Based on the sam-
pled process, the best prediction of the channel occupancy is
given by:

Ôτ = 1

n

n∑

i=1

XiTsample (8)

Here n = 1
Tsample

. Under continuity conditions of the process
Xt, the process Ôτ → Oτ as Tsample → 0. This would mean
that the secondary wireless network is continuously sensing
a particular channel and so the measurement results would
yield the occupancy and availability times exactly. From
XiTsample collected over the entire measure interval, one can
easily determine the E[Ton] and E[Toff] of the channel by
noting the number of consecutive ones and zeros and looking
into the transitions from 0s to 1s and vice versa. One of the
most important goals is to verify reliability of the sampling
process by determining the variance of the estimator. The
variance of the sampled process, Ôτ is given by:

V ar{Ôτ } = V ar

{
1

1/Tsample

n∑

i=1

XiTsample

}

=
(

1

Tsample

)2 ∑

1≤i, j≤n

Cov(XiTsample, X jTsample ) (9)

If Tsample is small compared to the expected ON period,
E(Ton), of the channel, the measurements will be dependent.
Hence one needs to determine the off diagonal elements of
the covariance matrix. If the process were stationary, one can
replace the Cov(XiTsample , X jTsample ) by a function f with one
argument, that is given by the difference in time between
(X jTsample − XiTsample ). Thus we can re-write Eq. (9) as:

V ar{Ôτ } = n2
∑

1≤i, j≤n

f ((i − j)Tsample) (10)

Springer



586 Mobile Netw Appl (2006) 11:577–591

If the duration Tsample is not zero and has very large value, the
variance of the measurement will be maximum and is equal
to ρ(1 − ρ), where ρ represents the occupancy utilization of
the channel by the primary.

Now to determine the optimal sampling interval once the
mean’s of ON, OFF and the variance of the OFF periods are
determined is to double the sampling interval until the mea-
sured variance of the newly measured variance is greater than
the original variance using the Nyquist rate by certain bound.
The bound is also dependent on how far the mean ON and
OFF periods vary from the true ON and OFF period that was
determined by the initial sampling interval. The above new
sampling periods obtained from Eq. (6) may not be optimal
in terms of resource power utilizations. Hence, determination
of the optimal number of sampling points is mandatory that
characterizes the ON and OFF periods efficiently while con-
serving the wireless resources. Having obtained the mean and
variance of the ON and OFF periods using Tsample, we will
determine the optimal number of samples that are required
to capture the characteristics of the channel. From the central
limit theorem of random samples, we know that as the sample
size is large with the number of samples, n → ∞, the aver-
age of the sampled data approaches the original mean regard-
less of the distribution. This is expressed by the following
equation:

P

{∣
∣
∣
∣
∣

O − Ô

O

∣
∣
∣
∣
∣
> ε

}

≈ 2

(

1 − φ

(
εµ

√
n

σ

))

≤ η (11)

In the above equation, ε and η are the design parameters
and µ and σ denote the sample mean and sample standard
deviation using Tsample as the sample duration. From the
above equation we can easily calculate the optimal number
of samples and this is given by:

n ≥ noptimal =
[

φ−1
(
1 − η

2

)
σ

εµ

]2

(12)

Figure 5 shows the optimal number of samples required
using the approximation of Eq. (12). It is clear that the num-
ber of samples required to estimate the channel occupancy
increases if the channel availability is very small and de-
creases as this time increases. The plot is for the exponential
channel availability time and can be done for different dis-
tributions that have the second moment. In this numerical
analysis, the value of η was set to 0.01.

4.1. Implementation of the sampling function
in practical networks

Consider the case of infrastructure networks, wherein the
Access Point (AP) or Base Station (BS) is the central
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Fig. 5 Optimal number of samples as a function of exponential channel
occupancy. The value of η is fixed at 0.01 and the three values of ε are
0.1, 0.15 and 0.25

controller that is responsible for the wireless resources. The
AP/BS initiates a measurement request to the clients who in
turn measure a particular channel and report the activity to
the access point. The secondary wireless network first tunes
to a particular channel and will listen to the channel for 1 sec
to calculate the mean ON and OFF periods of the channel.
In a distributed Adhoc network, this sensing is periodic for
a channel and may happen once in every few minutes. All
devices agree upon the periodicity and sense the channel. It
may turn out that they may dedicate users who take turns to
sense a particular channel for the 1 second period. In case of
infrastructure networks, the central controller may dedicate
some wireless devices to periodically visit the channel to
collect the information that is then updated in its database.
After determining the mean ON and OFF periods of the
channel it will then use Eq. (12) to sample that channel
for a duration of Tduration. In the existing protocols like
IEEE 802.11, IEEE 802.16 and IEEE 802.15, the AP/BS
collectively chooses a channel and scans the channel for
information for 1 second and then estimate the mean ON
and OFF periods first. Then it will scan the channel at the
optimal sampling rate using the estimated mean and variance
by disseminating the optimal n to all the individual wireless
stations. The other way is to disseminate the n/x instead of
n. Here x represents the number of clients associated with
that AP/BS. Since the value of n is obtained based on the
characteristics of the particular channel it represents the
sampling rate of a particular channel in order to reconstruct
the occupancy properties of that channel. Hence distributing
the new sampling frequency improves the radio resource
usage resulting in more data traffic transmissions. In the case
of Adhoc networks, there is complexity on the individual
clients to calculate the value n and a dissemination protocol
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has to be designed that will propagate this information so
that wireless clients can use radio resources efficiently.

5. Conclusion

Preliminary studies as well as general observations indicate
the presence of a significant amount of white space in ra-
dio spectrum, varying based on time, frequency, and geo-
graphic locations. Thus, it is likely that spectrum access,
instead of true spectrum scarcity, is the limiting factor of
potential growth of wireless services. Enabled by regula-
tory changes and radio technologies advances, opportunistic
usage of white space may significantly mitigate the spec-
trum scarcity. In this paper, we study channel selection using
sensing-based approaches.

Channel selection is a specific, yet important, problem in
spectrum-agile communications and the sensing-based ap-
proach has the advantage of simplicity and low infrastruc-
ture requirements. We propose a two-step approach. The first
step is to decide whether or not a channel can be considered
as “idle” or “accessible” by measuring the ambient signal
strength of primaries. A channel is accessible to secondary
users if the transmission of a secondary user will not violate
the outage requirement of the primary users. We have devel-
oped three algorithms that provide statistic outage guarantee
to primary users. The second step is to examine whether
an accessible channel is a good opportunity. In particular, a
secondary user prefers a channel where it can finish the trans-
mission before the primary users return. We have developed
and evaluated a sensing scheme for the purpose.

We consider the paper as a first step to fully understand the
feasibility and performance of sensing-based spectrum-agile
communication system. Further research is needed to handle
more sophisticated situations, such as the co-existence of
multiple primary and secondary networks, different traffic
characteristics of primary users. In addition, the performance
tradeoff of primary and secondary users, such as capacity,
outage, collision probability, and the delay associated with
collision, should be analyzed.

6. Appendix

In the appendix, we calculate the parameters evolved in the
three algorithms proposed in Section 3.2..

6.1. Shadowing

The measurement is given by Yi = X0 + ni , where ni follows
a zero-mean normal distribution with variance σ 2, modelling
shadowing effects. In the linear estimator, we have

X̂l =
∑

Yi

K
+ Bl ,

where Bl is a parameter to be determined by the requirement
for outage protection P(X̂l ≥ X0) = Pth given X0 = X (Rr ).
We have

P(X̂l ≥ X0) = P

(∑
ni

K
+ Bl ≤ 0

)

= P

(∑
ni

K
≤ −Bl

)

(a)= P
(

n0 ≤ −Bl/
√

σ 2/K
)

(13)

where n0 ∼ N (0, 1), and (a) holds because ni ∼ N (0, σ 2),
and

∑
ni/K ∼ N (0, σ 2/K ). Because P(X̂l ≥ X0) = Pth,

we have

Bl = Q−1(Pth)
√

σ 2/K .

The extreme estimator is expressed as follows:

X̂m = max
i

Yi + Bm,

where Bm is to be determined by the outage requirement
P(X̂l ≥ X0) = Pth given X0 = X (Rr ). Thus,

P(X̂m ≥ X0) = P
(

max
i

X0 + ni + Bm ≥ X0

)

= P
(

max
i

ni ≥ −Bm

)

= 1 −
∏

i

P(ni < −Bm)

= 1 − (Q(−Bm/σ ))K = Pth (14)

Therefore, we have

Bm = −σ × Q−1
(
(1 − Pth)1/K

)
.

Last, we study the confidence interval estimator. The
maximum likelihood estimation of X0 is given by X̂ML =
∑

i Yi/K . We also have X̂ML ∼ N (X0,
σ 2

K ). Thus, in this
case, the upper one-sided bound, i.e., the confidence interval
estimator X̂c is

X̂c =
∑

i Yi

K
+

√
σ 2

K
Q−1((1 − Pth) = X̂l . (15)

We have X̂c = X̂l because of the noise term ni follows
Gaussian distribution.

Next, we compare the numerical results from the three
(two) estimators. In the simulation, we set X0 = −1 dB
and run 10000 estimates for each set of parameters (Pth

and K) in the figure. We compare the performance of the

Springer



588 Mobile Netw Appl (2006) 11:577–591

1 2 3 4 5 6 7 8 9 10

0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

K

P
ro

ba
bi

lit
y

– linear;      max

0.9999
0.99
0.95
0.9

––

Fig. 6 Success probability under shadowing

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

K

es
tim

at
es

– linear; –   max

0.9999
0.99
0.95
0.9

–

Fig. 7 Average estimate under shadowing

linear (confidence interval) and the extreme estimators.
Figure 6 shows the success probability compared to that
of the threshold. If X̂ ≥ X0, it is considered a success. In
all situations, both estimators achieve the desired probabil-
ity Pth. In the figure, the four sets of lines from bottom to
top represents Pth = [0.9, 0.95, 0.99, 0.999]. The solid and
dashed lines represent the linear and extreme estimators, re-
spectively. Figure 7 shows the average estimated values of X0

of the two estimators. We note that the average of the linear
estimator is closer to that of the true value (X0 = −1 dB),
and thus implies better capacity gain for secondary users.

6.2. Rayleigh fading

In Rayleigh fading, the observations are given by Yi = X0 +
ri , where ri = 10 log10 v and v follows Rayleigh distribution
with probability density function

fv(v) = v

s2
e− v2

2s2 .

In the case of the linear estimator, Bl is the parameter to
be determined. We approximate

∑
Yi/K as a Gaussian dis-

tributed random variable with mean X0 + E(ri ) and variance
σ 2

z = V ar (r )/K . Thus, we have

P(X̂l ≥ X0)

= P

(
X̂l − X0 − E(ri ) − Bl

σz
≥ X0 − X0 − E(ri ) − Bl

σz

)

≈ P

(

n0 ≤ E(ri ) + Bl

σz

)

≈ Q

(
E(ri ) + Bl

σz

)

= Pth.

(16)

Thus, we have

Bl ≈ Q−1(Pth)

√
V ar (ri )

K
− E(ri ).

Next, we calculate the parameter Bm used in the extreme
estimator. We have

P(X̂m ≥ X0) = P
(

max
i

X0 + ri + Bm ≥ X0

)

= 1 −
∏

i

P(ri < −Bm) (17)

We have

P(ri < −Bm) = P(10 log10 v ≤ −Bm)

= P
(
v ≤ 10−Bm/10

) = 1 − exp

(

− 10−Bm/5

2s2

)

. (18)

Thus, we have

P(X̂m ≥ X0) = 1 −
(

1 − exp

(

− 10−Bm/5

2s2

))K

= Pth

(19)

Thus, we have

Bm = −5 log10 2s2
(− ln 1 − (1 − Pth)1/K

)
.

Last, we study the confidence interval estimator. We start
with the maximum likelihood estimator. Let X̄ = (X0/10)10.
We first obtain a maximum-likelihood estimator of X̄ . Let
Ȳ = v X̄ . We have fy(Ȳ ; X̄ ) = fv(y/X̄ )/X̄ . The likelihood
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function is L = ∏
i fv(y; X̄ )/X̄ , and

ln L =
∑

i

(

− ln X̄ + ln Ȳi − ln s2 − ln X̄ − Ȳ 2
i

2s2 X̄2

)

= −2K ln X̄ +
∑

i

ln Ȳi −
∑

i

Ȳ 2
i

2s2 X̄2
. (20)

Taking derivatives with respect to X̄ , we have

ˆ̄X
2

ML =
∑

i Ȳi
2

2K s2
. (21)

Further, we have

E
( ˆ̄X

2

ML

) = E(
∑

i Ȳi
2)

2K s2
= K X̄2 E(v2)

2K s2
= X̄2.

and Var( ˆ̄X
2

ML) = X̄4/K . The upper one-sided confidence
bound on X̄2 is given by

X̄2 ≤ ˆ̄X
2

ML + Q−1(Pth)

√

V ar
( ˆ̄X

2

ML

)

= ˆ̄X
2

ML + Q−1(Pth)
X̄2

√
K

. (22)

Because X̄2 is unknown, we use ˆ̄X
2

ML to replace it. Thus, we
have

X̂c = 5 × log10



 ˆ̄X
2

ML + Q−1(Pth)
ˆ̄X

2

ML√
K



 .
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Figure 8 shows the success probability on the estimate
(an estimate is successful if it is larger than the value of
X0). It shows that the extreme estimator can maintain the
desired success ratio while the linear case cannot especially
for a small value of K. This is due to the fact that an ap-
proximation is involved in the linear estimator. When K is
larger, the approximation is better. Figure 9 shows the av-
erage estimates for the linear and extreme estimators. Note
that when Pth is large, say 0.999, the estimator has to be very
conservative, i.e., a very large value of Bm for small K. This
is due to the fact that the logarithm of a random variable
with Rayleigh distribution has a heavier tail than that of a
Gaussian distribution.

Figure 10 shows the success ratio on the estimate for the
confidence interval estimator. It shows the performance of
the ideal case where X is known and where XML is used in-
stead. It is not surprising that the ideal case gives very good
performance. Recall that X is actually on the right hand side
of the equation. However, when the MLE is used instead,
the performance degrades dramatically. This is due to the
fact that the approximation as a Gaussian distribution is less
accurate and the MLE is less accurate. The performance im-
proves as K increases. Figure 11 shows the average estimated
value of X̂ .

6.3. Combined shadowing and rayleigh fading

In this case, the observation is given by Yi = X0 + ni + ri ,
where ni ∼ N (0, σ 2), and ri = 10 log10 v, where v follows
Rayleigh distribution. We can only use the linear estimator
in this case due to the complexity in the combined distribu-
tion. We have X̂l =

∑
Yi

K + Bl , where B1 is a parameter to
be determined by the outage requirement. We approximate

∑
Yi/K as a Gaussian distributed random variable with

mean X0 + E(ri ) and variance σ 2
z = (σ 2 + V ar (ri ))/K .

Thus, we have

P(X̂l ≥ X0)

= P

(
X̂l − X0 − E(ri ) − Bl

σz
≥ X0 − X0 − E(ri ) − Bl

σz

)

≈ P

(

n0 ≤ E(ri ) + Bl

σz

)

≈ Q

(
E(ri ) + Bl

σz

)

= Pth.

(23)

Thus, we have

Bl = Q−1(Pth)

√
σ 2 + Var(ri )

K
− E(ri ).

Figure 12 shows the average estimates and the success
ratio of the linear estimator with the Gaussian approximation.
The linear estimator can approximate the threshold. It is
more difficult to use the extreme estimator and the confidence
interval estimator because the distribution function of ni + ri

is difficulty to find.
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