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when the response amplitude Q changes with the 
high-frequency amplitude F. If the high-frequency 
amplitude F is treated as a control parameter, then 
F can induce vibration resonance of the system as 
well at some particular points. If the time delay � is 
treated as a control parameter, not only can � induce 
three types of vibration resonance, but the response 
amplitude Q views periodically with � . In addition, 
the resonance behaviors of the considered system are 
more abundant than those in other similar systems 
since the internal damping order � , external damping 
order � , time delay � and cubic term coefficient � are 
introduced into the system which changes the shapes 
of the effective potential function.

Keywords  Duffing system · Time delay · Fractional 
double-damped · Bifurcation · Vibration resonance

Abstract  This paper is focused on investigating 
the bifurcation and vibration resonance problems of 
fractional double-damping Duffing time delay system 
driven by external excitation signal with two wildly 
different frequencies � and Ω . Firstly, the approxi-
mate expressions of the critical bifurcation point 
and response amplitude Q at low-frequency � are 
obtained by means of the direct separation of the slow 
and fast motions. And then corresponding numerical 
simulation is made to show that it is a good agree-
ment with the theoretical analysis. Next, the influence 
of system parameters, including internal damping 
order � , external damping order � , high-frequency 
amplitude F, and time delay size � , on the vibration 
resonance is discussed. Some significant results are 
obtained. If the fractional orders � and � are treated 
as a control parameter, then � and � can induce vibra-
tion resonance of the system in three different types 
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1  Introduction

The vibration resonance (VR), originally discovered 
by Linda and McClintock in a bistable system, is a 
dynamic characteristic induced by two different fre-
quency signals which mainly reflects the phenom-
enon that the response amplitude of the system at 
the low-frequency � can be amplified excellently by 
adjusting the relatively high-frequency input signal 
[1]. After the seminal paper published by Linda and 
McClintock, the VR has attracted lots of attention and 
investigated in many practical systems [2–5].

Fractional differential equations have many appli-
cations in applied science and engineering since the 
dynamical variable of some complex media such as 
glasses, liquid crystals, polymers, and biopolymers 
often obeys fractional differential equations [6–9]. 
The traditional fractional-order forced damped vibra-
tion equation can be expressed as

where m is the mass. mD2x(t) represents the inertial 
force. �mD�x(t) represents the external damping force 
received in the damping material, for example, it may 
result from friction. Hm(x) represents the potential 
field force received by the object, and f(t) represents 
the external excitation. The vibrator composed of vis-
coelastic materials will consume energy in the pro-
cess of vibration so that the vibrator makes a damping 
vibration. The damping force generated by the vibra-
tor itself is called internal damping force, fractional 
derivatives can be used to better describe the dynamic 
characteristics of internal damping [10–12], that is, 
mD2x(t) is corrected to fractional derivative mD�x(t) . 
When � = 2, � = 1 and Hm(x) is Duffing oscillator, 
it can be expressed as a classical nonlinear physical 
model of hydraulic cylinder motion [13]. It is well 
known that VR can occur if the external forces on a 
mechanical structure exhibit fast harmonic excitation 
and slowly varying excitation. In [14], Zhang inves-
tigates the VR problem of a improved the Duffing 
oscillator, which is of the following form.

(1)mD2x(t) + �mD
�x(t) + Hm(x) = f (t), � ∈ (0, 2]

where f ≪ F , 𝜔 ≪ Ω, 𝛽 > 0 . Zhang’s contribution 
focus on the influence of the fractional orders of the 
system on VR [14]. In the present paper, we also con-
sider a system of the form Eq. (2), but Hm(x) taken as 
a nonlinear function disturbed by time delay because 
there is a time lag between the instantaneous force 
applied to the object and the moment when the object 
actually moves [15]. It describes the transmission lag 
of oscillator motion.

Time delay can induce many rich dynamic behav-
iors, such as resonance, bifurcation, and chaos 
[16–21]. VR analysis of time delay Duffing system 
can reflect the characteristics of the actual system 
more accurately. Therefore, the investigation of the 
effecting of time delay on the VR is of great sig-
nificance. To mention a few, for instance, Niu et  al. 
investigate the forced vibration of the fractional sin-
gle-degree-of-freedom gap oscillator and analyzed 
the influence of the fractional term and gap on the fre-
quency response of the main resonance of the system 
[22]. Yan et  al. investigate the vibration mechanism 
at arbitrary fraction-order harmonic resonance of the 
fractional Mathieu–Duffing system driven by multi-
ple periodic excitations with distributed delay theo-
retically and numerically [23]. They verify in detail a 
novel transcritical bifurcation induced by the strength 
of the distributed delay, namely, with the variant of 
the fractional order of the derivative, the steady-state 
amplitude solutions can be converted from monosta-
bility to bistability, then to monostability, and finally 
to the bistability again. The primary and subharmonic 
simultaneous resonance of Duffing oscillator with 
fractional-order derivative is investigated in [24], the 
effect mechanism of fractional-order term on the sys-
tem is revealed, and the result show that the focus and 
intensity of effect are determined by the order and 
coefficient of the fractional-order derivative, respec-
tively. All of mentioned above only consider the case 
of external damping forces. Only a few investigations 

(2)
mD�x(t) + �mD

�x(t) + Hm(x) = fm cos(�t)

+ Fm cos(Ωt), � ∈ [1, 2], � ∈ (0, 2]
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on double damping forces case are available in the lit-
erature [14].

To the best of our knowledge, fractional-order 
double damping duffing system with time delay does 
not been fully investigated yet. Inspired by the results 
in [23, 24], the bifurcation and VR of the fractional-
order internal and external damping Duffing system 
with time delay are discussed in this note. Compared 
with some existing results this note has the following 
novelty and contribution. 

1.	 When considering the fractional model with the 
internal damping force, the order of the fractional 
derivative can induce the occurrence of VR.

2.	 The critical bifurcation point of the considered 
system is derived by using direct separation of 
slow and fast motions and verified by means of 
numerical simulation.

3.	 The parameter conditions to the occurrence of 
three different types of VR are derived theoreti-
cally and verified by means of numerical simula-
tion.

This paper is organized as follows: In Sect.  2, 
problem formulation and definition of the fractional 
derivative are presented. The bifurcation and VR 
theoretical analysis given in Sect. 3. The bifurcation 
characteristics and the conditions to the occurrence of 
VR, numerical simulation, and the affect of the sys-
tem parameters on VR given in Sect. 4. The conclu-
sion is given in Sect. 5.

2 � Problem formulation

There are several definitions of fractional derivative, 
among which Riemann–Liouville (R–L) definition, 
Caputo definition, and Grunwald–Letnikow(G–L) 
definition are widely used. These definitions are 

explained in detail in Refs. [25]. The fractional deriv-
ative of R-L form of f(t) is defined as

where m − 1 < 𝛼 < m,m ∈ � , Γ(⋅) is the Gamma 
function. Although R-L definition ensures some nice 
and useful mathematical properties, it receives many 
limitations in engineering applications. For exam-
ple, the initial value is equal to zero, which has no 
practical significance in engineering applications. 
It is caused by the fact that the fractional derivative 
of a constant is not identically zero. To avoid these 
difficulties, an alternative definition is introduced by 
Caputo as

Due to the existence of the integral and the gamma 
function, it is difficult to obtain the numerical solu-
tion of a fractional-order differential equation by the 
above derivative definitions. The G–L definition is 
well-known for its simplicity in the discretization of 
the fractional-order operators, and this definition is 
given by

where 𝜔(𝛼)

k
= (−1)

(
𝛼

k

)
=

(−1)kΓ(𝛼+1)

Γ(k+1)Γ(𝛼−k+1)
, 𝛼 > 0 , h is 

the sampling step.
For the convenience, let � = �

m
∕m,H(x) = H

m

(x)∕m = �x(t) + �x3(t) + �x(t − �), f = f
m
∕m,F = F

m
∕m   . 

Thus, Eq. (2) can be simplified to Eq. (6). The consid-
ered special type fractional Duffing system with time 
delay driven by dual-frequency periodic signals can 
be described as follows:

(3)
d�f (t)

dt�
=

dmf (t)

dtm

[
1

Γ(m − �) ∫
t

0

f (�)

(t − �)�−m+1
d�

]

(4)
d�f (t)

dt�
=

1

Γ(m − �) ∫
t

0

f (m)(�)

(t − �)�−m+1
d�

(5)D�f (t)|t=kh = lim
h→0

1

h�

k∑
j=0

�
(�)

k
f (kh − jh)
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where the denotation of the operatorD�x(t) and 
�D�x(t) are the same as in Eq.  (5). � is the linear 
stiffness coefficient, � is the nonlinear stiffness coef-
ficient, � is the time delay feedback coefficient, � is 
time delay size, and the dual-frequency periodic 
signals are represented by f cos(�t) and F cos(Ωt) . 
Equation  2 reduces to classic under-damped case 
when � = 2, � = 1 and classic over-damped case 
when � = 2, � = 0 . The potential of the system 
(6) satisfies the following form in the absence of � , 
damping teams, and external excitation

3 � Theoretical analysis

The considered system is subjected to two periodic 
forces f cos(�t) and F cos(Ωt) with Ω ≫ 𝜔 , so its 
movement will be a combination of a slow-motion X 
with frequency � and a fast-motion Ψ with frequency 
Ω . The approximated solution of Eq. (eq2) can be 
expressed as x(t) = X(t) + Ψ(t) , where X shows 
the slow-motion with period 2�∕� and Ψ stands 
for the fast-motion with period 2�∕Ω , based on the 
method of direct separation of motions. Substitut-
ing x(t) = X(t) + Ψ(t) into the Eq.  (6), the following 
equality can be obtained.

Now, searching for an approximate solution of Ψ in 
the following linear Eq. (9)

And solving the Eq. (9), one obtains

where

(6)

D�x(t) + �D�x(t) + �x(t) + �x3(t) + �x(t − �)

= f cos(�t) + F cos(Ωt), � ∈ [1, 2], � ∈ (0, 2]

(7)Veff =
1

2
(� + �)x2(t) +

1

4
�x4(t)

(8)

D�
(X(t) + Ψ(t)) + �D�

(X(t) + Ψ(t)) + �(X(t)+

Ψ(t)) + �(X(t) + Ψ(t))3 + �(X(t − �) + Ψ(t − �))

= f cos(�t) + F cos(Ωt)

(9)D�
Ψ(t) + �D�

Ψ(t) + �Ψ(t) + �Ψ(t) = F cos(Ωt)

(10)Ψ(t) =
F

��,�

cos(Ωt − ��,�)
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Fig. 1   The different shapes of the potential function in (14)
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and

Substituting Eq. (10) into Eq. (8) and averaging all 
terms in the interval [0, 2�∕Ω] , one obtains the fol-
lowing equation of the slow variable

where C�,� = � +
3�F2

2�2

�,�

 . Hereto, the fast-motion disap-

pears and only the slow-motion is retained. The 
potential of system (13) satisfies the following form:

(11)

{
�2

�,�
= A2

�,�
+ B2

�,�
,

��,� = arctan
B�,�

A�,�

(12)

⎧⎪⎨⎪⎩

A�,� = � + Ω
� cos(��∕2) + �Ω� cos(��∕2)

+ � cos(Ω�)

B�,� = � sin(Ω�) − Ω
� cos(��∕2)

− �Ω� cos(��∕2)

(13)
D�X + �D�X + C�,�X + �X3

+ �X(t − �)

= f cos(�t)

The different shapes of this potential, in the 
absence of time delay � , depending on the values of 
the system parameters F,Ω, �, � are given in Fig. 1. 
Figure 1a shows the transition of the potential func-
tion from a bistable system to a monostable system 
with the increases of F. Figure 1b–d show transition 
of the potential function from a monostable system 
to a bistable system with the increases of Ω, � and � , 
respectively. The other parameters are assumed to be 
constant and taken as � = −1, � = 1, � = 1, � = 0.1 . 
The monostable state indicates that Eq. (7) has unique 
extreme value point.

The equilibrium points of the potential function 
(14) are given by:

Now, let F be a control variable, it is fact that

Equation  (13) has two stable equilibrium points 
X∗

1,2
 and an unstable equilibrium point X∗

0
 with this 

case. Otherwise,

in this case, Eq. (13) has unique stable equilibrium 
point X∗

0
 . Therefore, Fc is a bifurcation point that 

makes the system transit from one stable state to 
another one. A subcritical pitchfork bifurcation will 
occur when the value of C�,� + � transits from nega-
tive to positive, in other words, the system transits 
from the bistable one to the monostable one. On the 
contrary, the system occurs a supercritical pitchfork 
bifurcation. The evolution of the bifurcation point 
with the order of the fractional derivative shown in 
Fig. 2, where the area R1 stands for F > Fc , and the 
area R2 stands for F < Fc . From Fig. 2, where � = 1.1 
in Fig. 2a and � = 0.8 in Fig. 2b, other parameters are 
f = 0.1,� = 1,Ω = 10, � = −1, � = 1, � = 1, � = 0.1 , 
it can be seen that the value of the bifurcation point 
Fc increases with the fractional-order � or � increases. 
The influence of the internal damping fractional-order 

(14)V�,� =
1

2
C�,�X

2
+

1

2
�X2

(t − �) +
1

4
�X4

(15)X∗

0
= 0,X∗

1,2
= ±

√
−(C�,� + �)∕�

(16)C𝛼,𝜆 + 𝛾 < 0, if F ≥ Fc =

√
−2𝜇2

𝛼,𝜆
(𝜉 + 𝛾)

3𝛽

(17)C𝛼,𝜆 + 𝛾 ≥ 0, if F < Fc =

√
−2𝜇2

𝛼,𝜆
(𝜉 + 𝛾)

3𝛽
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Fig. 2   Evolution of the bifurcation point F
c
 with the orders � 

and � [by Eqs. (16) and (17)]



1004	 Meccanica (2022) 57:999–1015

1 3
Vol:. (1234567890)

� and the external damping fractional-order � on the 
bifurcation point is shown in Figs.  3 and 4, respec-
tively. From here, it can be seen that the critical bifur-
cation point Fc gradually increases with fractional-
orders � and � increases which are consistent with 
the theoretical analysis results, other parameters are 
f = 0.1,� = 1,Ω = 10, � = −1, � = 1, � = 1, � = 0.1 
in Figs. 3 and 4. The accuracy of the analytical result 
is verified by the high fitting degree between the ana-
lytical result and the numerical one. To perturb the 
system in its slow-motion, let Y = X − X∗ with X∗ is 
the equilibrium point of system (13), and substitute it 
into Eq. (13) to obtain:

Let t → ∞ , the response of the system at the low-
frequency � can be obtained from the following lin-
ear equation

where �2

�,�
= C�,� + 3�X∗2 . For f ≪ 1 , suppos-

ing that |Y| ≪ 1 and solving Eq. (19), one obtains 
Y = fQ cos(�t + �) with

where �c,�,� = �� cos(��∕2) + ��� cos(��∕2) and 
�s,�,� = �� sin(��∕2) + ��� sin(��∕2) . Now, let F is 
a control parameter in Eq. (16), the necessary condi-
tion for vibrational resonance to occur is that d(F) is 
minimized, where d(F) = �2

�,�
+ �c,�,� + � cos(��) . 

With this case, vibrational resonance occurs at point 
Fc or FVR , where Fc is the critical bifurcation point in 
where the system has a pitchfork bifurcation and FVR 
is the real root of dQ

dF
= 0 , which can be expressed as

(18)
D�Y + �D�Y + 3�X∗Y2

+ �Y3
+ �Y(t − �)

= f cos(�t)

(19)D�Y + �D�Y + �2

�,�
Y + �Y(t − �) = f cos(�t)

(20)

⎧⎪⎨⎪⎩

Q =
1√

(�2

�,�
+�

c,�,�+� cos(��))
2+(�sin(��)−�

s,�,�)
2

� = − arctan
�sin(��)−�

s,�,�

�2

�,�
+�

c,�,�+� cos(��)
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Fig. 3   The pitchfork bifurcation is induced by F with different 
values of �(� = 0.7, 0.8, 1.2, 1.6) , � = 1.8 fixed [by Eqs. (15) 
and (24)]
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To analyze the characteristic of VR of the response 
amplitude Q. Three different cases are considered:

Case 1: �c,�,b ≤ 2� + 3� − � cos(��) , with this 
case, there is unique stable equilibrium point in (6), 
VR occurs at point F = F

(2)

VR
 and it is a single-peak 

VR with the maximum value of Q is 
Qmax =

1

|� sin(��)−�s,�,�|.
Case 2: 2𝜉 + 3𝛾 − 𝛾 cos(𝜔𝜏) < 𝜇

c,𝛼,𝜆 < 𝛾 − 𝛾 cos(𝜔𝜏) , 
with this case, there are two stable equilibrium points 
in (6), VR occurs at points F = F

(1)

VR
 and F = F

(2)

VR
 and 

it is a double-peak VR with the maximum value of Q 
is the same as case 1.

Case 3: �c,�,� ≥ � − � cos(��) , there is also a 
unique stable equilibrium point in (6), however, VR 
occurs at point F = Fc and it is a single-peak VR with 
the maximum value of Q is 
Qmax =

1√
(−�+�c,�,�+� cos(��))

2+(�sin(��)−�s,�,�)
2

.

It is worth noting that neither F = F
(1)

VR
 nor F = F

(2)

VR
 

exists with this case.

4 � Numerical simulation and Result analysis

For the sake of numerical simulation, Eq.  (6) needs 
to be discretized, so (6) is first transformed into the 
equivalent form as follows

where q = |� − �| . Next, to discrete (21) base on G-L 
fractional derivative algorithm, the following discre-
tized formulations obtained

F
(1)

VR
=

√
�2

�,�

3�
[−2� − 3� + ��,� + � cos(��)]

F
(2)

VR
=

√
−

2�2

�,�

3�
[� + � + ��,� + � cos(��)]

(21)

⎧⎪⎨⎪⎩

D�x = y

D�x = Dqy

Dqy = −�y − �x(t)

− �x3(t) − �x(t − �) + fcos(�t) + Fcos(Ωt)
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Fig. 4   The pitchfork bifurcation is induced by F with different 
values of �(� = 1.1, 1.4, 1.6, 1.8) , � = 1.2 fixed [by Eqs. (15) 
and (24)]
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where ▵= −�yk − �xk − �x3
k
− �xk−N + f cos(�kh) + F cos(Ωkh) , 

h is the same as one in (5), and N = �∕h denotes the 
interval points caused by time delay. By utilizing the 
time response series, the formula of the equilibrium 
point is defined as

the discretized form of the above formula is

The numerical expression of Q is necessary, which 
can be obtained directly from (22) as follows:

with

where n is a positive integer which should be chosen 
big enough. QA and QB are discreted as follows

where T = 2�∕� , n = 200 and x(ti) is given by (22).
Letting W = ��,�,W1 = 2� + 3� − � cos(��) and 

W2 = � − � cos(��) where ��,�, � , �, � are the same as 
Sect.  3. Under each case discussed above, the areas 

(22)

xk+1 = −

k∑
j=1

�
�1
j
xk+1−j + h�yk

yk+1 = −

k∑
j=1

�
�2
j
yk+1−j + hq ▵

(23)X∗
=

1

nT ∫
nT

0

x(t)dt

(24)X∗
=

1

nT

nT∕h∑
i=1

x(ti)h

(25)Q =

√
Q2

A
+ Q2

B

f

(26)
QA =

2

nT ∫
nT

0

x(t) sin(�t)dt,

QB =
2

nT ∫
nT

0

x(t) cos(�t)dt.

(27)

QA =
2

nT

nT∕h∑
i=1

x(ti) sin(�ti),

QB =
2

nT

nT∕h∑
i=1

x(ti) cos(�ti).
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where VR occurs and the types of VR are shown in 
Figs. 5, 6, 7, 8, 9, 10 and 11, in where F served as a 
control parameter.

4.1 � VR induced by the parameters � and �

Figure  5a shows the area where double-peak VR 
occurs in case 2. Figure 5b through Fig. 5d show the 
Q–F curve of double-peak VR at points F(1)

VR
 , F(2)

VR
 . It 

can be seen that the number of VR peaks of the system 
remains unchanged as the internal damping order � 
increases, but the first VR peak of the system becomes 
more and more gentle. In Fig.  5, other parameters 
are f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10,

� = 0.65, � = �∕2, � = 1.5 . It is proved that if the 
control parameter � satisfies W1 < W < W2(see 
Fig. 5a), the double-peak VR will occur. From Fig. 5, 
it can be seen that the type of VR is consistent with 
that of case 2.

Figure  6 shows the change of VR type with the 
internal damping order � . For � ∈ [1, �c) , a single-
peak VR occurs at point F = Fc which shown in 
Fig.  6b ( � = 1.1 ), just as discussed in case 3. For 
� = [�c, 2] , the double-peak VR occurs at two points 
of F, namely, F(1)

VR
 , F(2)

VR
 which shown in Figs.  6c 

( � = 1.6 ) and 6d ( � = 1.8 ), as discussed in case 
2. It can be seen from Fig.  6 that the type of reso-
nance peak of the system changes from single-peak 
to double-peak with the increase of the internal 
damping order � . In Fig.  6 other parameters are 
f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10,

� = 0.65, � = �∕2, � = 0.4 . The analytical results are 
consistent with the numerical ones, which shows that 
the VR type of system (6) changes with the change 
of the parameter � . Apparently, Fig. 6b is consistent 
with that of case 3, and Fig. 6c, d are consistent with 
that of case 2, that is, with the increase of � , the VR 
type transitions from one of case 3 to that of case 2.

Figure  7 shows the change of VR types with the 
internal damping order � . For � ∈ (0, �c) , namely, 
W1 < W < W2 , the double-peak VR occurs at 
points F = F

(1)

VR
 and F = F

(2)

VR
 as shown in Fig.  7 

b ( � = 0.7 ) and Fig.  7c ( � = 1.0 ), respectively, 
which is consistent with that discussed in case 2. 
For � ∈ (�c, 2] , a single-peak VR occurs at point 
F
(2)

VR
 as shown in Fig. 7d ( � = 1.8 ), which is consist-

ent with that discussed in case 1. Other parameters 
are f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 8,

� = 1, � = �∕2, � = 1.8 . The analytical results is 
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Fig. 6   The influence of parameter � on VR types. a � versus 
double-peak VR area. b the single-peak VR case, c, d the dou-
ble-peak VR cases [by Eqs. (20) and (25)]
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consistent with the numerical ones, which shows that 
the VR type of system (6) changes with the change of 
the parameter � . The VR type transitions from one of 
case 2 to that of case 1.

Figure  8 shows that the influence of param-
eter � on VR types by means of analytical results 
and numerical ones respectively, (b) and (c) shows 
the double-peak VR occurs at points F = F

(1)

VR
 

and F = F
(2)

VR
 with � = 1.2 and � = 1.3 , respec-

tively. (d) show the single-peak VR occurs at 
point F

(2)

VR
 with � = 1.9 . Other parameters are 

f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10, � = 0.5,

� = �∕2, � = 1.2 . The analytical results are consist-
ent with the numerical ones, which shows that the 
VR type of system (2) changes with the change of the 
parameter � . Figure 8b is consistent with that of case 
2, and Fig.  8c, d are consistent with that of case 1, 
that is, with the increase of � , the VR type transitions 
from one of case 2 to that of case 1.

4.2 � The VR induced by the parameter �

For the parameters � and � fixed, the time delay 
� can induce different VR types as well. By 
Eq.  (20), the double-peak VR types induced by 
� shown in Fig.  9. With W1 < W < W2 satisfied, 
� ∈ (0, 2�∕�), f = 0.1, � = −1, � = 1, � = 0.1,� = 1,

Ω = 10, � = 1.2, � = 1.2, � = 1.4 . Figure 9b–d shows 
that the double-peak VR occurs at points F = F

(1)

VR
 

and F = F
(2)

VR
 with � =

�

2�
, � =

�

�
, � =

2�

�
 , respec-

tively, where Fc is the minimum point of F. But 
when W > W1 , there are types of VR since there 
exist two points of intersection between curves W 
and W2 , as shown in Fig.  10a. For W > W2 > W1 , 
there is unique single-peak VR at point Fc , as shown 
in Fig.  10b, d. For W1 < W < W2 , there are double-
peak VR occur at points F = F

(1)

VR
 and F = F

(2)

VR
 , as 

shown in Fig. 10c, which is the same as Fig. 9. For 
W1 > W , there is another type of single-peak VR at 
point Fc , as shown in Fig.  10b, d. Other parameters 
are f = 0.1, � = −1, � = 1, � = 0.35,� = 1,Ω = 10,

� = 0.65, � = 1.3, � = 0.4 in Fig.  10. In 
this case, VR occurs at point F = F

(2)

VR
 , as 

shown in Fig.  11. Other parameters are 
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Fig. 7   The influence of parameter � on VR types. a � versus 
the double-peak VR area, b, c the double-peak VR case, d the 
single-peak VR case [by Eqs. (20) and (25)]
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f = 0.1, � − 1, � = 1, � = 0.1,� = 1,Ω = 10, � = 1.5,

� = 1.8, � = 1.5 in Fig. 11.
Figure  12 shows the change of response ampli-

tude Q with time delay � when � and � take dif-
ferent constant. It can be seen that the response 
amplitude Q is a periodic function in � . The period 
of Q is a constant ( Q =

2�

�
 ) regardless of the val-

ues of order � and � . The other parameters are 
f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10, � = 1.2,

F = 100, � ∈ [0, 40] in Fig.  12. For different con-
stant F, the changing curve of the response amplitude 
Q with � is given in Fig. 13. It shows the amplitude 
Q also is a periodic function in � , amd the period 
is equal to 2�

�
 as well. The other parameters are 

f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10, � = 1.2,

� = 1.2, � = 0.8 in Fig. 13.

4.3 � The effect of F on VR

Figures 14 and 15 show the effect of external damp-
ing order � and internal damping order � on the 
response amplitude Q, respectively. For � fixed and 
� viewed as a variable, the curve of the amplitude 
Q changes with � shown in Fig.  14(� = 1.8 ) when 
F takes a different value. It can be seen that the VR 
occurs when F = 100 . For � fixed and � viewed as a 
variable, the curve of the amplitude Q changes with 
� shown in Fig.  15 ( � = 0.8 ), where the VR occurs 
when F = 50 . As a result, the high-frequency ampli-
tude F is an important parameter to be considered 
when the VR is discussed. The other parameters are 
f = 0.1, � = −1, � = 1, � = 0.1,� = 1,Ω = 10, � = 1,

� = �∕2 . The analytical results is consistent with the 
numerical ones, which proves the correctness of the 
proposed results.

4.4 � The effect of � on VR

Figure 16 shows the quantitative relationship between 
the parameter � and response amplitude Q. It can be 
seen from (6) that when � = 0 , the denominator of Fc 
is 0 which indicates Fc is meaningless, through whole 
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Fig. 8   The influence of parameter � on VR types. a � versus 
VR area, b, c the double-peak VR cases, d the single-peak VR 
case [by Eqs. (20) and (25)]
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paper, (6) reduce to a linear equation. But when � 
take a very small number, the system will occur the 
single-peak VR. It can be seen from Fig. 16 that the 
analytic results fit well with numerical ones which 
verifies the effectiveness of the obtained results.

5 � Conclusion

In this paper, the effect of the system parameters of 
a new fractional double damping Duffing oscillator, 
including internal and external fractional damping 
order � and � , high-frequency response amplitude 
F, delay size � and � on VR are discussed, and some 
meaningful results are obtained: (1) The bifurca-
tion characteristics of the system are analyzed theo-
retically. The results show that when F is the control 
variable, the critical bifurcation point of the system is 
affected by the size of � or � , and it’s going to get big-
ger as increasing the number of � or � . (2) Three types 
of VR are obtained by means of the analytic formula 
of response amplitude Q, from this the single-peak 
VR or double-peak VR is discussed by taking differ-
ent system parameters. (3) The response amplitude 
Q appear periodic behavior as Q is viewed as a func-
tion of � . (4) If � is used as a control variable, when � 
takes a very small number, the response amplitude Q 
reaches the peak. The results are verified by numeri-
cal simulation, which enable us to understand better 
the effects of the sizes of system parameters on VR of 
the fractional double damping Duffing oscillator.
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