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Abstract Thermal spraying is a widely applied

coating technique. The optimisation of the thermal

spraying process with respect to temperature or

temperature induced residual stress states requires a

numerical framework for the simulation of the

coating itself as well as of the quenching procedure

after the application of additional material. This

work presents a finite element framework for the

simulation of mass deposition due to coating by

means of thermal spraying combined with the

simulation of nonlinear heat transfer of a rigid

heat conductor. The approach of handling the

dynamic problem size is highlighted with focus

on the thermodynamical consistency of the derived

model. With the framework implemented, numeri-

cal examples are employed and material parameters

are fitted to experimental data of steel as well as of

tungsten-carbide–cobalt-coating.

Keywords Continuum thermodynamics � Nonlinear
heat conduction � Mass deposition

1 Introduction

Thermal spraying is, amongst other techniques, widely

used in order to produce wear-resistant surfaces for

metal sheet forming tools. Thereby, hard materials are

thermally fused, e.g., by a flame or an electric arc and

accelerated to the surface of a substrate where a hard

material coating is deposited. An overview on differ-

ent thermal spraying processes and their application in

the automobile industry is given in [10]. Regarding to

wear-resistance, tungsten carbide (WC) and cobalt

(Co) coatings are preferable compared to other coating

systems consisting, e.g., of chrome and nickel [22].

Typically, for the spraying of WC-Co coatings, the

High Velocity Oxygen Fuel (HVOF) thermal spraying

process is used. The HVOF thermal spraying process

is depicted in Fig. 1 and further details about the

process can be found in, e.g., [12, 24].

Naturally, the HVOF thermal spraying process

induces thermal energy into the usually heterogeneous

coating as well as the substrate. Since the coating has in

general different properties than the substrate, the

coating process represents an advanced, transient

thermo-mechanical problem. Thereby, residual stress

states arise during the process and during the quenching

procedure thereafter [16, 17]. The quality of the

produced coatings decreases with increasing residual
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tensile stresses which may have a significant influence,

particularly on complex workpiece geometries with,

e.g., sharp radii and high curvatures. Figure 2 illustrates

the delamination of a WC-Co coating from two

differently shaped workpieces due to thermal spraying

induced residual stresses. More details on delamination

due to thermally induced residual stresses can be found

in, e.g., [4]. For the prediction of the cooling procedure

and the resulting residual stress state during and after the

quenching, a simulation tool is required that covers on

the one hand the simulation of the material deposition

and on the other hand the simulation of the quenching.

Towards a thermo-mechanical coupled simulation

tool, a finite element based software tool for the

simulation of heat transfer during thermal spraying

was recently proposed [2]. This work further extends

the results established in [2]. Beside the thermo-

mechanical coupling, the mass deposition of hot

coating material was not previously covered within

the simulation. When temperature is considered to be

a degree of freedom in a finite element approach,

adding elements to an existing system with a different

temperature formally leads to a temperature jump.

Two promising methods for the thermodynamically

consistent simulation of mass deposition by means of

the finite element method were proposed in the

literature. One option is the use of discontinuous

Galerkin methods. Finite element implementations of

discontinuous Galerkin methods are used for many

different applications such as gas dynamics [1], the

solution of Hamilton-Jacobi equations [13] or solid

mechanics [7]. In the framework of continuous

Galerkin methods, another possibility is the use of

interface elements which are well established for

thermo-mechanical analysis [8, 9, 23].

This article presents a novel approach for thermo-

dynamical consistent modeling of mass deposition for

a rigid heat conductor in the framework of continuous

Galerkin methods. The analysis is restricted to the

temperature and newly added mass has to satisfy a

continuous temperature distribution. We encounter

this problem by the introduction of internal heat

sources which shall ensure conservation of energy.

The following section describes the underlying equa-

tions of continuum thermodynamics which result in

the finite element discretisation described in Sect. 3.

Section 4 presents academic examples in order to

show the capabilities of the developed framework. The

material parameters are fitted to experimental data.

2 Continuum thermodynamics framework

From a continuum thermodynamics point of view, the

underlying problem represents an open system where

mass is deployed on a surface of a body B. Thus, the

configuration of the considered body may change with

time t. Since temperature is the only physical field

considered within the presented framework, we do not

distinguish between reference placements X and

current placements x in the context of continuum

mechanics. Specifically speaking, we consider a rigid

heat conductor with a time dependent configuration

that may expand by mass application.

A global physical quantity g at time t is determined

by

gðtÞ ¼
Z
B

cðx; tÞ dv ; ð1Þ

Fig. 1 HVOF spraying process. The photograph is kindly

provided by LWT, TU Dortmund

Fig. 2 Delamination of a WC-Co coating from a a workpiece

with a sharp radius, b a plain surface with a ridge. The samples

are kindly provided by LWT, TU Dortmund
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where c is the density of the respective quantity at x

and t. The rate of g can be expressed as

dg

dt
¼ d

dt

Z
B

cðx; tÞ dv ¼
Z
B

½ pðx; tÞ þ nðx; tÞ � dv

�
Z
oB

/ðx; tÞ � n da :

ð2Þ

Here, p denotes the production and n represents the

supply of g within the body B, whereas / represents

the flux of g via the surface oB of the body with

surface normal n [15]. Next, consider that the quantity

g has a jump through a singular surface s which

divides the body B into Bþ and B� as illustrated in

Fig. 3. Such a jump shall be denoted as ½½g�� :¼ gþ �
g� :With this at hand, the change of g in time modifies

(2) to

dg

dt
¼ d

dt

Z
Bþ

cðx; tÞ dvþ d

dt

Z
B�

cðx; tÞ dv

¼
Z
Bþ

oc
ot

dv�
Z
s

cþwþ � ns da

þ
Z
B�

oc
ot

dvþ
Z
s

c�w� � ns da

¼
Z
B

oc
ot

dv�
Z
s

½½ c w � ns �� da :

ð3Þ

Within the above equation w denotes the interface

velocity and ns represents the singular surface normal

which points from the �-side to the þ-side. For the
computation of the flux of a physical quantity g, the

surface oB is divided into positive oBþ \ s and

negative oB� \ s parts. Application of the divergence

theorem renders the flux relation

Z
oB

/ � n da ¼
Z
Bþ

div/ dvþ
Z
B�

div/ dv

þ
Z
s

½½/ � n�� da ;

ð4Þ

see [15]. In the case of vanishing production and

supply terms within the singular surface, the general

balance equation results in

Z
Bþ

oc
ot

þ div/� p� n

� �
dv

þ
Z
B�

oc
ot

þ div/� p� n

� �
dv

¼
Z
s

½½ c ws � ns � / � ns �� da :

ð5Þ

Consider a part of the body B not containing the

singular surface. Then the right hand side of the above

equation vanishes and the equation reduces for each

part, i.e. Bþ and B�, to the local form

oc
ot

þ div/� p� n ¼ 0 : ð6Þ

On the singular surface, the left hand side of Eq. (5)

vanishes and yields the local form

½½ cws � / �� � ns ¼ 0 : ð7Þ

This general representation of balance equation is next

applied to different quantities of interest, such as mass

and energy.

In view of the balance of mass, we use Eqs. (6) and

(7) with c ¼ q, whereby q represents the mass density.

Moreover, we assume p ¼ n ¼ 0 and / ¼ 0, so that

the above mentioned equations related to balance of

mass read

oq
ot

¼ 0 ; ð8Þ

½½ qws �� � ns ¼ 0 : ð9Þ

Concerning the energy balance, Eqs. (6) and (7)

include the internal energy c ¼ e, the production of

energy n ¼ q and the heat flux / ¼ q. Note, that no

energy production in form of radiation or chemical

reactions is considered within the volume. Besides

that, the kinetic part of the energy as well as surface

tractions are neglected. Inserting these relations into

the general representation of balance equations yields

the local balance of energy as

q
oe

ot
þ div q ¼ q ; ð10Þ

½½ q ews � q �� � ns ¼ 0 : ð11Þ
Fig. 3 BodyB divided intoBþ andB� by the singular surface s
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Finally, the balance of entropy has to be taken into

account. Application of Eqs. (6) and (7) now include

the entropy c ¼ g, the production of entropy

p ¼ D� 0, the entropy supply n ¼ q=h as well as

the entropy flux / ¼ q=h. Here, it is assumed that the

entropy supply is proportional to the production of

energy q and the entropy flux is proportional to the

heat flux q which is in line with Coleman and Noll [5].

For an outline about a different choice of the entropy

flux the interested reader is referred to the text book of

Müller [20], and the text book of Liu [19], as well as

the references cited therein. In the present framework,

the local form of entropy balance and entropy jump

then read

q
og
ot

þ div
q

h

� �
� q=h ¼ D� 0 ; ð12Þ

½½ q gws �
q

h
�� � ns ¼ �ps � 0 : ð13Þ

In the special case of a time depended configuration

xðtÞ of a rigid heat conductor, the interface velocities

wþ
s ¼ w�

s ¼ ws ¼ 0 vanish such that the jump condi-

tion (9) is trivially fulfilled.

The balance of mass (8) ensures the mass to be

constant for a given configuration. The entropy

inequality (12) represents the second law of thermo-

dynamics in terms of the Clausius-Duhem inequality.

Carrying out the procedure outlined in [19], the

Clausius–Duhem inequality reduces to

Dtherm ¼ � q � rx h
h

� 0 : ð14Þ

The above equation is known as the Fourier’s

inequality which is fulfilled by Fourier’s law

q ¼ �jðhÞ � rx h ; ð15Þ

where jðhÞ is the temperature dependent positive

semi-definite thermal conductivity tensor [19]. The

energy balance (11) can be formulated in form of the

temperature field equation

q cðhÞ oh
ot

þ div �jðhÞ � rx hð Þ ¼ q ; ð16Þ

where cðhÞ ¼ oe=oh� 0 is the temperature dependent

heat capacity and Eq. (15) is inserted.

Solutions of Eq. (16) are automatically thermody-

namical consistent as long as the restrictions for cðhÞ

and jðhÞ are satisfied. The considered initial boundary
value problem requires the definition of an initial state

of the body B and the definition of proper boundary

conditions on oB. Throughout this work, the only

boundary conditions to be applied are adiabatic or

Robin type boundary conditions, i.e.

� q � n ¼ 0 on oB ;

� q � n ¼ �qRðhÞ on oB ¼ oBR ;
ð17Þ

which concern the heat flux q on oB ¼ oBR.

3 Finite element implementation

In order to solve the balance of energy by means of the

finite element method, the strong form given by

Eq. (16) must be reformulated in weak form. There-

fore, the energy balance is written in residual form,

multiplied with the virtual temperature dh as a test

function and integrated over the volume of the body

B, i.e.

0 ¼
Z
B

dh
h
q cðhÞ oh

ot

þ div �jðhÞ � rx hð Þ � q
i
dv :

ð18Þ

The application of the divergence theorem and

exploiting Eqs. (15) and (17) lead to

0¼
Z
B

dhqcðhÞoh
ot

dvþ
Z
oBR

�dh�qRðhÞda

�
Z
B

�rxðdhÞ�jðhÞ�rxhdv�
Z
B

dhqdv :
ð19Þ

The different terms in the above equation can be

interpreted as dynamic, volume, internal and surface

contributions,

wdyn ¼
Z
B

dh q cðhÞ oh
ot

dv ;

wvol ¼
Z
B

dh q dv ;

wint ¼
Z
B

�rxðdhÞ � jðhÞ � rx h dv ;

wsur ¼
Z
oBR

� dh �qRðhÞ da ;

ð20Þ

such that Eq. (19) can be rewritten as
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0 ¼ wdyn � wvol � wint þ wsur : ð21Þ

In this form, the energy balance is basically suitable

for the solution by means of the finite element method.

Since Robin boundary conditions represent a kind of

temperature dependent loads, not only the considered

body B but also the Robin boundary oBR must be

discretised, see e.g. [18] or [3] with application to

deformation dependent loads such as pressure. There-

fore, a finite number of nBel volume elements Be
B as

well as a finite number of noB
R

el Robin boundary

elements Be
oBR ,

B � Bh ¼
[nBel
e¼1

Be
B ;

oBR � oBR h ¼
[noBR

el

e¼1

Be
oBR ;

ð22Þ

approximate the bodyB and the Robin boundary oBR.

Equation (22) can be rewritten as the sum over all

element integrals

w�wh ¼
XnBel
e¼1

we
dyn�we

vol�we
int

h i
þ
XnoBR

el

e¼1

we
sur

� �
: ð23Þ

By application of isoparametric finite elements, the

spatial discretisation of the node positions xh � x as

well as the dicretisation of the temperature hh � h and

the virtual temperature dhh � dh is carried out by the

same set of shape functions Ni
x;B respectively N

j

x;oBR

for i¼ 1; :::;nBen volume element nodes and j¼
1; :::;noB

R

en boundary element nodes, i.e.

xhB ¼
[nBen
i¼1

Ni
x;B xi ; xh

oBR ¼
[noBR

en

j¼1

N
j

x;oBR xj ;

hhB ¼
[nBen
i¼1

Ni
x;B hi ; hh

oBR ¼
[noBR

en

j¼1

N
j

x;oBR hj ;

dhhB ¼
[nBen
i¼1

Ni
x;B dhi ; dhh

oBR ¼
[noBR

en

j¼1

N
j

x;oBR dhj :

ð24Þ

Accordingly, the approximations of the gradients

rx x � rx x
h, rx h � rx h

h and rx dh � rx dh
h are

discretised.

The last level of discretisation of the problem is the

time discretisation of Eq. (20)1. The current state of

the implementation of the presented framework makes

use of the Backward Euler time integration scheme

which reads

_h ¼ hnþ1 � hn
Dt

ð25Þ

for the temperature with Dt ¼ tnþ1 � tn [ 0. The

system of nonlinear equations that is to be solved at

each discrete time step finally reads

ð26Þ

In the above relation whDt is an algebraic vector which

depends on the nodal temperatures h nþ1 and h n. The

dimension of these vectors is ½ nnp � 1 � where nnp is

the number of the (current) global node points. The

symbol in Eq. (26) represents the assembly operator

over all e ¼ 1; :::; noBel volume elements and all e ¼
1; :::; noB

R

el boundary elements. The equation whDt

ðh nþ1; h nÞ ¼ 0 is solved by means of a Newton–Raph-

son scheme [2], so that the update of the nodal

temperatures at the current time step Dh is calculated

via

KhDt h nþ1; h nð Þ � Dh ¼ �whDt h nþ1; h nð Þ : ð27Þ

In the above equation, KhDtðh nþ1; h nÞ represents the
tangent matrix which is the derivative of the algebraic

residual whDt with respect to the current nodal
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temperatures h nþ1,Compared to standard finite ele-

ment implementations, a crucial detail of the presented

framework is that the configuration xðtÞ changes with
time because of mass application such that

nnp 6¼ const. This means that an existing discretisation

ðBhDt; oBR hDt Þn at a discrete time step tn has to be

updated to a discretisation ðBhDt; oBR hDt Þnþ1 at time

step tnþ1 if the configuration has changed in that

particular time step. In the particular case of adding

particles with coating temperature hcoat on a surface

which possesses a different temperature, a method for

the numerical treatment of the connection procedure

must be chosen. At first, we assume that the total

amount of stored energy within the existing body and

the particles to be added to that body does not change

by any dissipation effects during the assembly of the

particles on the body’s surface. Thus, the energy of an

adiabatic system has to remain conserved by the

process of assembling.

As already mentioned in the introduction, there

exist several options in order to handle the extension of

an existing mesh of finite elements by additional finite

elements. One possibility is the application of

discontinuous Galerkin methods [1, 7, 13]. Another

possibility is the use of interface elements [8, 9, 23,

26]. In contrast, the spirit of our current approach is to

use continuous volume elements for the body and to

use surface elements to capture the Robin boundary

conditions. As a consequence, existing elements and

added elements share connectivity nodes. However,

existing nodes have a defined temperature which

results from the solution path up to the moment of

connecting new elements to existing elements. We

resolve that problem by fixing the temperature value of

each existing node that is occupied by a new element

which can, of course, have a different temperature than

the temperature of the newly connected existing node.

Thus, in general, the energy conservation is violated

by a change of the total thermal energy of an element

which is computed by the expression

Ee ¼
Z
Be

Z he

h0

q cðhÞ dh dv ; ð29Þ

wherein h0 represents the reference temperature and he

is the temperature of the element. This is illustrated by

Fig. 4, where elements with different temperature

distributions are connected.

As depicted, an energy source is introduced in order

to conserve the energy. In each added element that

shares one or more nodes with previously existing

elements, an energy difference, DEe
	 ¼ Ee � Ee

	,

occurs after its connection. This energy difference

Fig. 4 a Configuration of elements with different temperatures

before the connection. b Configuration of the elements after the

connection

ð28Þ
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must be induced into the system in order to compen-

sate the error in total thermal energy such that

thermodynamical consistency is ensured. For this

reason a heat supply term

Z
Be

q
q

Dt
dv¼: DEe

	 ¼Ee�Ee
	

¼
Z
Be

q
Z he

h0

cðhÞdh�
Z he	

h0

cðhÞdh
" #

dv

¼
Z
Be

q
Z he

he	

cðhÞdhdv

ð30Þ

is introduced which is taken into account within the

heat supply contribution of Eq. (16) or rather in its

weak form (20), respectively the discritised weak form

(26). In Eq. (30), he	 is the temperature of an element

after the assembling of elements and he is the

temperature before the assembling. In the case of

‘‘old’’ elements, he	 ¼ he holds true such that no heat

supply term is induced. In the case of ‘‘new’’ elements

he	 6¼ he may occur such that a heat supply term is

induced in the particular time step.

The solution procedure of the developed frame-

work is not standard. Algorithm 1 provides a flow

chart of the related finite element implementation. In

each time step it is checked whether the configuration

remains constant or not. Thus, in the first time step or if

new elements are added, volume elements and surface

elements are identified and the global system is either

initialised (first time step) or reorganised. If new

degrees of freedom are introduced, the values of the

new degrees of freedom are set to the temperature hcoat
of the newly connected mass. With an updated

configuration, the Newton–Raphson solution algo-

rithm is applied in order to obtain a solution of the

nonlinear system of equations.

4 Numerical examples

The proposed framework is applied to the simulation of

initial boundary value problems in order to show the

capabilities of the developed finite element software tool.

For this purpose, the coating of an existing body with an

initial temperature ofhinit ¼ 293:15K is simulated. The

temperature of the hot particles is assumed as hcoat ¼
1873:15K which is in good agreement with particle

temperatures during the HVOF thermal spraying

process [12]. Some of the examples include the use

of the aforementioned adiabatic boundaries (17)1
whereas in the other examples Robin boundary

conditions (17)2 are involved.

Twodifferentmechanisms aremodeledwith the help

of Robin boundary conditions. The first mechanism is

convection which is captured by a film condition

�qRc ¼ � hc ½h� h1� : ð31Þ

In the above equation, hc is the film condition

coefficient, h1 represents the environmental temper-

ature and h is the temperature of the modeled surface.

Such boundary conditions are different for the case of

an accelerated gun flame as for the case of quasi non-

moving surrounding air. In order to capture this

difference, hgunc and hairc are chosen differently as given

in Table 1.

The second mechanism is radiation which is

modeled by the expression

�qRr ¼ � e r h4 � h1
4

� �
; ð32Þ

whereinr denotes the Stefan Boltzmann constant and e
is the emissivity which is chosen to model a grey body.

The values chosen are summarised in Table 1. Note,

that radiation inherently leads to a nonlinearity and

therefore must be taken into account within the

consistent linearisation of the finite element

framework.
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The heat conduction tensor is assumed to be

isotropic

jðhÞ ¼ kðhÞ I ; ð33Þ

where kðhÞ is the heat conduction coefficient and I

represents the second order identity. In order to

capture the nonlinear temperature dependency of the

heat capacity as well as the heat conduction coeffi-

cient, the same type of function

cð#Þ ¼ a0 þ a1 arctan a2 þ a3 #ð Þ ð34Þ

kð#Þ ¼ b0 þ b1 arctan b2 þ b3 #ð Þ ð35Þ

in dependence of the temperature # in 
C is chosen and

fitted to experimental data for both steel and WC-Co

[6, 14, 21, 25]. A summary of the parameters fitted is

given in Table 2. For the purpose of illustration, the

resulting functions are plotted with respect to the

298 Meccanica (2016) 51:291–307
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K-scale, whereby Fig. 5 refers to steel and Fig. 6 to

WC-Co.

Some of the example simulations are carried out

with constant values of the heat capacity as well as of

the heat conduction coefficient. In these cases, the

functions are evaluated at 293:15K ð20 
CÞ.

4.1 Two-element simulations—2d

A simple academic example to demonstrate the appli-

cability of the developed framework is based on one

element with a homogeneous initial temperature h1 that
is assembled to another element with a homogeneous

temperature h2 6¼ h1. The elements can represent

either the same material or different materials. In

total, four different scenarios are simulated. The first

and second example involve two elements the under-

lying material of which refer to steel. Within the first

example, cS and kS are chosen to be constant whereas

for the second example cS and kS are temperature

dependent as given by Eqs. (34) and (35). The third

and fourth example each involve one steel-related

element with h1 and one WC-Co-related element with

h2. Analogously, cS and kS as well as cC and kC are

constant within the third example and temperature

dependent within the fourth example. For all four

examples, an adiabatic boundary is modeled and the

temperatures are set to h1 ¼ 293:15K and

h2 ¼ 1873:15K. The examples are carried out in two

dimensional space with four-noded bilinear elements

of 1mm2 size. The simulations start at time t ¼ 0 and

end at time t ¼ 5000ms. The second element is

assembled to the first at t ¼ 1000ms. Furthermore,

each of the four examples is simulated with two

different time step sizes, namely Dt ¼ 10ms and

Dt ¼ 100ms.

The results of the first two-element example are

depicted in Fig. 9a–c. The energy of the system versus

time is shown in part (a) of the figure. Evaluation of

Eq. (29) gives the total energy of the system before (‘‘A.

low’’) and after (‘‘A. high’’) the element assembly as

analytic values. It can be seen that the stored energy

which is computed by the finite element programme

exactly hit these values for both time step sizes.

Figure 9b shows the maximum and minimum temper-

atures for both time step sizes vs. time and, additionally,

the analytically determined temperature value for

t ! 1. It is obvious that for both time step sizes the

analytical temperature is computed by the finite

element code for t� 1800ms. At time step

t ¼ 1000ms the simulation run with Dt ¼ 10ms

shows an underestimation of the lowest possible

temperature and an overestimation of the highest

possible temperature—there is no physical reason for

hmin � 293:15K or hmax � 1873:15K. For the larger

time step size, the under- respectively overestimation

is not observed. In Fig. 9c temperature plots of the one

element before assembly and the two elements after

assembly at specific time steps are depicted. As

additional information, the minimum and maximum

value of the temperature at each time step are listed.

The time step size influences the temperature values at

times that are close to the point in time of assembly. As

already mentioned, the temperature tends, with

increasing time, to exactly the same value for both

time step sizes.

In Fig. 10a–c, the results of the second example

simulation are shown. The difference to the first example

is that cS and kS are now temperature dependent. The

analytical value of the stored total energy in the system

is higher than in the previous case since cS increases

with increasing h. For this nonlinear case, the finite

element code produces an error of � 1:5% for

Dt ¼ 10ms and an error of � 2% for Dt ¼ 100ms.

For t ! 1, this results in a temperature of 1095K for

Dt ¼ 10ms and a temperature of 1090KDt ¼ 100ms.

As above, for Dt ¼ 10ms an underestimation of the

lowest temperature as well as an overestimation of the

highest temperature is observed at t ¼ 1000ms. The

loss in stored energy might result from the Backward

Euler integration scheme that is known not to be

energy conserving.

Table 1 Values for the convective heat transfer coefficients hairc and hgunc , the emissivity e, the Stefan–Boltzmann constant r and the

mass densities of steel qS as well as of WC-Co qC

hairc hgunc e r qS qC

ðWmm�2 K�1Þ ðWmm�2 K�1Þ W=ðmm2K4Þ ðgmm�3Þ ðgmm�3Þ

1:0� 10�5 1:4� 10�4 0.81 5:6704� 10�14 8:031� 10�3 1:39� 10�2
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Fig. 5 a Fitted curve of the heat capacity of steel cSð#Þ. b Fitted curve of the heat conduction coefficient of steel kSð#Þ. The values are
taken from [6, 14, 21, 25]

Fig. 6 a Fitted curve of the heat capacity of WC-Co cCð#Þ. b Fitted curve of the heat conduction coefficient of WC-Co kCð#Þ. The
values are taken from [6, 14, 21, 25]

Table 2 Parameters for cð#Þ introduced in Eq. (34) and kð#Þ introduced in Eq. (35)

a0/(mJ g�1 K�1 ) a1/( mJ g�1 K�1 ) a2 a3/( K
�1 )

cSð#Þ
4:57� 102 8:94� 101 �6:79� 10�2 4:34� 10�3

cCð#Þ
1:26� 102 4:60� 101 1:17� 10�2 3:04� 10�3

b0/( Wmm�1 K�1 ) b1/( Wmm�1 K�1 ) b2 b3/( K
�1 )

kSð#Þ
1:33� 10�2 �2:11� 10�2 1:90� 10�2 �7:53� 10�4

kCð#Þ
3:43� 10�2 �2:14� 10�2 1:33� 10�2 1:23� 10�3

See [6, 14, 21, 25] for further details
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Figure 11 illustrates the results of the third two-

element example. The total stored energy of the

system vs. time plot shows that for this example the

analytical total energy value is captured by the finite

element programme for both time step sizes. Since

cC\cS, the energy value is smaller than the one

observed in the first example. For the example at hand,

an underestimation of hmin but no overestimation of

hmax occurs for Dt ¼ 10ms. Both time step sizes lead

to h ¼ 811K for t ! 1.

The results of the fourth example are depicted in

Fig. 12a–c. Analogously to the error in the total

energy value within the second example, the finite

element code produces an error of � 1:8% for

Dt ¼ 10ms and an error of � 2:5% for Dt ¼ 100ms.

Since cC also increases with increasing h, the stored

energy value is higher than for the third example with

constant material parameters. In contrast to the third

example, both an underestimation of hmin and an

overestimation of hmax are observed for Dt ¼ 10ms.

For t ! 1, a temperature of h ¼ 871K is observed

for Dt ¼ 10ms as well as a temperature of h ¼ 865K

for Dt ¼ 100ms.

4.2 Coating of a plate—2d

As a more complex academic example, the two

dimensional problem which is depicted in Fig. 7a is

considered. The 2d-representation of a plate is

considered to be 30mm wide and 3mm high. The

discretisation is performed with squared four-noded

elements of 0:25mm2 size. The material is considered

to represent steel and has an initial temperature of

hinit ¼ 293:15K. The time step size is Dt ¼ 10ms and

the material behaviour is supposed to be temperature

dependent. Each 100ms, a HVOF spray gun applies

6mm by 0:5mm—twelve by one elements—WC-Co-

splats, the material behaviour of which is also

considered to be temperature dependent, on the

substrate. The temperature of the WC-Co-splats

before the assembly with the existing system is

hcoat ¼ 1873:15K. Two different configurations of

gun movement are simulated. In one setting, the

HVOF gun always begins on the left hand side of the

system and applies material until the right hand side is

reached. This is called the ‘‘one-direction’’-setting.

For the other setting, the HVOF gun begins from left to

right and continues mass application from the right to

the left and so on. This is called the ‘‘two-direction’’-

setting. The arrows in Fig. 7b and c clarify the

difference. The spray gun moves on for in total 6

paths such that finally half of the plate consists of

‘‘old’’ steel substrate and the other half consists of

‘‘new’’ applied WC-Co coating as depicted in Fig. 7d.

At first, the boundary of the system is considered

adiabatic and simulations are carried out for both gun

movement paths. The results of the simulation are

depicted in Fig. 13 at which the temperature plots

refer to time steps directly before the WC-Co-splat is

applicated—after t ¼ 1090ms, t ¼ 2090ms and

t ¼ 3090ms—as well as at the final time step at

10,000 ms. As far as the eyes can catch, the temper-

ature plots look ‘‘mirrored’’. The only difference

occurs when hmin and hmax of the two different gun

movement paths are compared. Naturally, the ‘‘one-

direction’’-path leads to lower hmin and higher hmax but

the difference is only a few Kelvin. At the end of the

simulation, thermal equilibrium is almost reached in

both cases (h � 880K).

In a second comparison, the boundary of the body is

considered to be a Robin boundary with convective and

radiative heat transfer via the surface. The environmental

Fig. 7 Coating of a 2d plate.White elements are related to steel

and blue elements are related to WC-Co. a Initial configuration

of the steel substrate. b The first WC-Co-splat of the second path

for the ‘‘one-direction’’-setting is depicted. The arrows indicate

the direction of the HVOF gun. c The first WC-Co-splat of the

second path for the ‘‘two-direction’’-setting is depicted. The

arrows indicate the direction of the HVOF gun. d Configuration

after the coating procedure. (Color figure online)
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temperature of the surrounding air is the room temper-

ature hair1 ¼ 293:15K. The top side of the additionally

applied (twelve by one) elements is occupied by the

HVOF gun which is assumed to have a temperature of

hgun1 ¼ 3073:15K. The results are shown in Fig. 14.

The points in time at which the results are visualised

are chosen analogously to the previous example.

Again, the temperature plots appear ‘‘mirrored’’ for

the two gun movement paths. The comparison of hmin

and of hmax for the two gun movement paths leads

again to a slightly higher (only a few Kelvin)

difference for the ‘‘one-direction’’ path. Since the

boundary heat flux that is caused by convection and

radiation leads to cooling of the body, the temperature

plots show lower temperatures than those that are

observed in Fig. 13. Obviously, the boundary heat flux

that is induced by the gun flame during the coating

procedure does not lead to a significant heating.

Thermal equilibrium is expected for t ! 1 when the

temperature of the body is the same as the temperature

of the surrounding air. At the final time step

Fig. 8 Coating of a 3d plate. White elements are related to steel

and blue elements are related to WC-Co. a Initial configuration of
the steel substrate.bThefirstWC-Co-splat is depicted. The arrows

visualise the direction of the HVOF gun. (Color figure online)

(a) (b)

t = 100ms t = 1000ms t = 1100ms t = 1200ms t = 5000ms

t = 10ms

max = 293.15K max = 2153K max = 1468K max = 1222K = 1083.15K
min = 293.15K min = 13K min = 698K min = 945K = 1083.15K

t =100ms

max = 293.15K max = 1654K max = 1358K max = 1215K = 1083.15K
min = 293.15K min = 513K min = 808K min

max

min

max

min= 951K = 1083.15K

(c) 293.15K 1873.15K

Fig. 9 a Total thermal energy versus time of two assembled

elements which refer to steel (h1 ¼ 293:15 K and h2 ¼ 1873:15
K). Comparison of the total thermal energy for two different

time step sizes (Dt ¼ 10 ms and Dt ¼ 100 ms) with the

analytical values. b Maximum and minimum values of the

temperature vs. time for two different time step sizes

(Dt ¼ 10ms and Dt ¼ 100ms). (c) Plot of the temperature of

one element ðt ¼ 100msÞ and of two assembled elements

ðt� 1000msÞ at different time steps

302 Meccanica (2016) 51:291–307

123



considered, the temperature of the body is in the range

of �½740; 750�K for both gun movement paths.

4.3 Coating of a plate—3d

The examples above involve application of mass in the

same order of magnitude as the size of the initial

configuration. Precisely, the added material occupies

the same bulk as the initial configuration such that the

total bulk was finally doubled. In reality, a compara-

tively small amount of hard material is deposited on an

existing tool or workpiece. Therefore, in order to give a

more realistic example, a three dimensional plate

which is depicted in Fig. 8 is considered. The dimen-

sion of the plate is 180mm� 180mm� 30mm in x-,

y- and z-direction. The discretisation is performedwith

eight-noded hexahedral elements of different size. In

z-direction, three layers of elements are used to

discretise the range of z ¼ ½0; 29�mm and ten layers

of elements discretise the range of z ¼ ð29; 30�mm.

This results in a fine discretisation near the surface at

z ¼ 30mm where the coating is applied. In x- and y-

direction the discretisation is performed with 6mm

edge-length which results in comparatively strong

distorted elements for z[ 29mm. This is a trade off,

since the substrate is in this way discretised by 11,700

elements before any mass is newly applied. The initial

temperature of the steel substrate is set to

hinit ¼ 293:15K. The material deposition is illustrated

in Fig. 8b. In discrete time steps of Dt ¼ 100ms, the

HVOF gun applies 30mm� 30mm� 1mmWC-Co-

splats with a temperature of hcoat ¼ 1873:15K on the

substrate. The material properties are chosen to be

constant throughout the simulation. In order to model

the surface heat flux, surrounding air with an ambient

temperature of hair ¼ 293:15K is employed and a

HVOF gun temperature of hgun ¼ 3073:15K is used in

order to occupy the z ¼ 31mm surface of the newly

applied WC-Co splat. After 36 time steps, the coating

is fully applied such that the configuration is discre-

tised by in total 20,700 elements. Cooling in air is

simulated until the final time step t = 10,000 ms.

(a) (b)

t = 100ms t = 1000ms t = 1100ms t = 1200ms t = 5000ms

t = 10ms

max = 293.15K max = 2061K max = 1320K max = 1148K max = 1095K
min = 293.15K min = -16K min = 844K min = 1041K min = 1095K

t =100ms

max = 293.15K max = 1527K max = 1260K max = 1157K max = 1090K
min = 293.15K min = 609K min = 908K min = 1021K min = 1090K

(c) 293.15K 1873.15K

Fig. 10 a Total thermal energy versus time of two assembled

elements which refer to steel (h1 ¼ 293:15 K and h2 ¼ 1873:15
K). Comparison of the total thermal energy for two different

time step sizes (Dt ¼ 10 ms and Dt ¼ 100 ms) with the

analytical values. b Maximum and minimum values of the

temperature versus time for two different time step sizes (Dt ¼
10 ms and Dt ¼ 100 ms). c Plot of the temperature of one

element (t ¼ 100 ms) and of two assembled elements (t�
1000 ms) at different time steps
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In Fig. 15, the resulting temperature plots for four

different time steps are depicted. Since the volume of

the newly added material is small in relation to the

substrate, it is plausible that the temperature increase

is observed near the area of mass application, see

Fig. 15a–b. Figure 15c shows the time step of the

application of the last WC-Co-splat. At that time step,

the temperature increase in deeper regions of the plate

due to heat conduction can be observed in areas where

the simulation of mass deposition started. Part (d) of

Fig. 15 shows the temperature state of the plate after

10,000 ms. Due to heat conduction to the deeper

regions of the plate as well as the cooling by the

surrounding air, the maximum temperature is not more

than �380K. During the simulation, under- and

overestimation of the temperature occurs. Related to

Figs. 15b and c, it can be observed that a newly

applied WC-Co-splat leads to a drop of the temper-

ature within the already applied splats next to it. As for

the 2d example with Robin boundary, thermal equi-

librium is expected for t ! 1 when the temperature

of the body is hair ¼ 293:15K.

5 Conclusions

This contribution presents a novel finite element tool for

the simulation of material deposition and evolution of

the workpiece temperature for thermal spraying pro-

cesses. From the fundamental equations of continuum

thermodynamics, the nonlinear finite element frame-

work was derived and implemented. One of the main

issues of this work is the introduction of an internal heat

source in order to ensure conservation of energy in the

framework of continuous Galerkin finite element

methods. With this at hand, the proposed simulation

approach can be implemented in established continuous

Galerkin finite element codes. A set of example

simulations demonstrates the numerical application of

the implemented framework. The material parameters

involved have been fitted to experimental data and the

coefficients for convective and radiative heat transfer

have been chosen to model conditions close to reality.

The examples indicate that the time discretisation

noticeably influences the solution of the temperature

field near the point in time of mass deposition. For

(a) (b)

t = 100ms t = 1000ms t = 1100ms t = 1200ms t = 5000ms

t = 10ms

max = 293.15K max = 1832K max = 924K max = 830K max = 811K
min = 293.15K min = 46K min = 661K min = 786K min = 811K

t =100ms

max = 293.15K max = 1141K max = 908K max = 843K max = 811K
min = 293.15K min = 470K min = 690K min = 770K min = 811K

(c) 293.15K 1873.15K

Fig. 11 a Total thermal energy versus time of two assembled

elements which refer to steel and WC-Co respectively

(h1 ¼ 293:15 K and h2 ¼ 1873:15 K). Comparison of the total

thermal energy for two different time step sizes (Dt ¼ 10 ms and

Dt ¼ 100 ms) with the analytical values. b Maximum and

minimum values of the temperature versus time for two different

time step sizes (Dt ¼ 10 ms and Dt ¼ 100 ms). c Plot of the

temperature of one element (t ¼ 100 ms) and of two assembled

elements (t� 1000 ms) at different time steps
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(a) (b)

t = 100ms t = 1000ms t = 1100ms t = 1200ms t = 5000ms

t = 10ms

max = 293.15K max = 2155K max = 1130K max = 916K max = 871K
min = 293.15K min = 69K min = 680K min = 836K min = 871K

t =100ms

max = 293.15K max = 1398K max = 1044K max = 925K max = 865K
min = 293.15K min = 512K min = 735K min = 819K min = 865K

(c) 293.15K 1873.15K

Fig. 12 a Total thermal energy versus time of two assembled

elements which refer to steel and WC-Co respectively

(h1 ¼ 293:15 K and h2 ¼ 1873:15 K). Comparison of the total

thermal energy for two different time step sizes (Dt ¼ 10 ms and

Dt ¼ 100 ms) with the analytical values. b Maximum and

minimum values of the temperature versus time for two different

time step sizes (Dt ¼ 10 ms and Dt ¼ 100 ms). c Plot of the

temperature of one element (t ¼ 100 ms) and of two assembled

elements (t� 1000 ms) at different time steps

snoitceridowtnoitcerideno

(a)

(b)

(c)

(d)

293.15K 1273.15K

Fig. 13 Simulation of coating of a 2d-plate with adiabatic

boundary with two different gun movement paths. Temperature

distribution after a 1090ms, b 2090ms, c 3090ms and

d 10,000 ms
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nonlinear simulations, comparatively small errors in the

value of the total energy occur. A possible reason might

be the use of the Backward Euler time integration

scheme. With respect to energy consistency, the time

integration scheme could be modified in future work,

e.g, to a Galerkin-based time integrator. In the field of

elastodynamics, i.e., energy-momentum consistent

schemes are applied [11]. Nonetheless, in summary

snoitceridowtnoitcerideno

(a)

(b)

(c)

(d)

293.15K 1273.15K

Fig. 14 Simulation of coating of a 2d-plate with Robin boundary (convection and radiation) with two different gun movement paths.

Temperature distribution after a 1090ms, b 2090ms, c 3090ms and d 10,000 ms

(a) (b)

(c) (d)

293.15K 573.15K

Fig. 15 Simulation of coating of a 3d-plate with Robin boundary conditions which cover convective and radiative heat transfer.

Temperature distribution after a 100ms, b 1600ms, c 3700ms and d 10,000 ms
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the present work contributes an easy-to-implement

novel finite element approach for a nonlinear rigid heat

conductor with mass deposition.

Future research will include a fully coupled thermo-

mechanical framework in order to predict residual

stresses due to the quenching induced by the thermal

sprayingprocess.Dependingon the consideredmaterials,

the modeling of phase transformations should be taken

into account. Another aspect of interest might be the

analysis of damage behavior during the thermal spraying.

In addition, experimental investigations for calibration,

verification and validation should be carried out such that

reliable real world applications can be simulated.

Acknowledgments This research was funded by the German

Research Foundation (DFG) as part of the collaborative research

center 708 ‘‘3D-Surface Engineering of Tools for Sheet Metal

Forming—Manufacturing, Modeling, Machining’’ within the

project B6.

References

1. Baumann CE, Oden JT (1999) A discontinuous hp finite

element method for convection—diffusion problems.

Comput Methods Appl Mech Eng 175(3–4):311–341.

doi:10.1016/S0045-7825(98)00359-4

2. Berthelsen R,Wiederkehr T, Denzer R, Menzel A, Müller H

(2014) Efficient simulation of nonlinear heat transfer during

thermal spraying of complex workpieces. World J Mech

04(09):289–301. doi:10.4236/wjm.2014.49029

3. Bonet J, Wood RD (2008) Nonlinear continuum mechanics for

finite element analysis. CambridgeUniversity Press, Cambridge

4. Clyne TW, Gill SC (1996) Residual stresses in thermal

spray coatings and their effect on interfacial adhesion: a

review of recent work. J Therm Spray Technol 5(4):401–

418. doi:10.1007/BF02645271

5. Coleman BD, NollW (1963) The thermodynamics of elastic

materials with heat conduction and viscosity. Arch Ration

Mech Anal 13(1):167–178. doi:10.1007/BF01262690

6. Delfosse D, Cherradi N, Ilschner B (1997) Numerical and

experimental determination of residual stresses in graded

materials. Compos B: Eng 28(1–2):127–141. doi:10.1016/

S1359-8368(96)00037-6

7. Engel G, Garikipati K, Hughes T, Larson M, Mazzei L,

Taylor R (2002) Continuous/discontinuous finite element

approximations of fourth-order elliptic problems in struc-

tural and continuum mechanics with applications to thin

beams and plates, and strain gradient elasticity. Comput

Methods Appl Mech Eng 191(34):3669–3750. doi:10.1016/

S0045-7825(02)00286-4

8. Fagerstrom M, Larsson R (2008) A thermo-mechanical

cohesive zone formulation for ductile fracture. J Mech Phys

Solids 56(10):3037–3058. doi:10.1016/j.jmps.2008.06.002

9. Fleischhauer R, Behnke R, Kaliske M (2013) A thermo-

mechanical interface element formulation for finite defor-

mations. Comput Mech 52(5):1039–1058. doi:10.1007/

s00466-013-0862-7

10. Gérard B (2006) Application of thermal spraying in the auto-

mobile industry. Surf Coatings Technol 201(5):2028–2031.

doi:10.1016/j.surfcoat.2006.04.050

11. Gross M, Betsch P (2011) Galerkin-based energy momen-

tum consistent time-stepping algorithms for classical non-

linear thermo-elastodynamics. Math Comput Simul

82(4):718–770. doi:10.1016/j.matcom.2011.10.009

12. Hanson T, Hackett C, Settles G (2002) Independent control

of HVOF particle velocity and temperature. J Therm Spray

Technol 11(1):75–85. doi:10.1361/105996302770349005

13. Hu C, Lepsky O, Shu CW (2000) The effect of the least

square procedure for discontinuous Galerkin methods for

Hamilton–Jacobi equations. In: Griebel M, Keyes DE,

Nieminen RM, Roose D, Schlick T, Cockburn B, Karni-

adakis GE, Shu CW (eds) Discontinuous Galerkin methods,

vol 11. Springer, Berlin, pp 343–348

14. Hussainova I, Kubarsepp J, Pirso J (2001) Mechanical

properties and features of erosion of cermets. Wear

250(1–12):818–825. doi:10.1016/S0043-1648(01)00737-2

15. Hutter K (2004) Continuum methods of physical modeling:

continuum mechanics, dimensional analysis, turbulence.

Springer, Berlin

16. Klusemann B, Denzer R, Svendsen B (2012) Microstruc-

ture-based modeling of residual stresses in WC-12co-

sprayed coatings. J Therm Spray Technol 21(1):96–107.

doi:10.1007/s11666-011-9690-5

17. Kuroda S, Clyne T (1991) The quenching stress in thermally

sprayed coatings. Thin Solid Films 200(1):49–66. doi:10.

1016/0040-6090(91)90029-W

18. Lewis RW, Nithiarasu P, Seetharamu K (2004) Funda-

mentals of the finite element method for heat and fluid flow.

Wiley, New Jersey

19. Liu IS (2002) Continuum mechanics. Springer, Berlin

20. Müller I (1973) Thermodynamik: die Grundlagen d. Mate-

rialtheorie. Bertelsmann-Universitätsverlag, Düsseldorf
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