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Abstract In this paper we introduce the expectile order, defined by X ≤e Y if eα(X) ≤
eα(Y ) for each α ∈ (0, 1), where eα denotes the α-expectile. We show that the expectile
order is equivalent to the pointwise ordering of the Omega ratios, and we derive several
necessary and sufficient conditions. In the case of equal means, the expectile order can be
easily characterized by means of the stop-loss transform; in the more general case of dif-
ferent means we provide some sufficient conditions. In contrast with the more common
stochastic orders such as ≤st and ≤cx , the expectile order is not generated by a class of util-
ity functions and is not closed with respect to convolutions. As an illustration, we compare
the ≤st , ≤icx and ≤e orders in the family of Lomax distributions and compare Lomax dis-
tributions fitted to real world data of natural disasters in the U.S. caused by different sources
of weather risk like storms or floods.
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1 Introduction

A stochastic order quantifies the concept of one random variable being bigger than another
one in some sense. A leading figure in the theory of stochastic order relations was Moshe
Shaked, who passed away much too early. Among many other contributions he is coauthor
of the most important reference on stochastic orders, the book Shaked and Shantikumar
(2007). In this paper we introduce a new stochastic order based on the comparison of
expectiles, and we want to dedicate this paper to the memory of Moshe Shaked.

In recent years there is an increasing interest in using expectiles as an alternative to
quantiles to describe features of a distribution. They have been introduced by Newey and
Powell (1987) as coefficients in linear regression models based on an asymmetric least
square loss function. For a recent overview of the use of expectile curves in regression
analysis we refer to Kneib (2013) and the extensive discussions to that paper, in particular by
Eilers (2013) for an appraisal of expectiles and by Koenker (2013) for a critical viewpoint.
For some interesting recent studies where expectile curves have been used to describe the
relation between predictors and the response variable we refer to Schnabel and Eilers (2009)
for a study of life expectancies and to Lopez-Cabrera and Schulz (2014) for an application
to forecasting expectiles of electricity demands, see also Farooq and Steinwart (2015) and
Schulze-Waltrup et al. (2015) for further examples.

If one uses expectile curves to describe the relation between the predictor and the
response variable, then it is of course an important question what it means if the expec-
tile curves are increasing for all levels α. Does this have the same meaning as all quantile
curves being increasing? As a mathematical problem this boils down to the question of what
it means that all expectiles of one distribution are smaller than the expectiles of another
distribution. In this paper we will consider this problem by investigating the corresponding
expectile order. It will turn out that this order is strictly weaker than the stochastic order
which holds if all quantiles are ordered.

Another branch of research where expectiles became very popular recently is the theory
of risk measures. Bellini et al. (2014) have shown that for α ≥ 1/2 an expectile is a coherent
risk measure in the sense of Artzner et al. (1999). It has recently been shown that indeed
expectiles with α ≥ 1/2 are the only risk measures that are coherent and elicitable, see
e.g. Bellini and Bignozzi (2015) or Ziegel (2016). As coherent risk measures are increasing
with respect to increasing convex order (see e.g. Bäuerle and Müller 2006 for details) there
also should be a kind of relationship between expectile order and increasing convex order.
It will turn out that there is only a simple relationship between these two concepts in the
case of equal means, however. We will also show in the paper that ordering all expectiles
is equivalent to ordering all Omega ratios for all possible benchmarks. These have been
introduced in the financial literature by Keating and Shadwick (2002a) as an interesting
concept for comparing the performance of investment decisions. As it is a difficult question
how to choose an appropriate benchmark, our results are also interesting for that application,
as expectile ordering thus implies unambiguous decisions for investors using the Omega
ratio for decision making, independent of the chosen benchmark.

The rest of the paper is organized as follows. In Section 2 we will recall the basic defi-
nitions of expectiles, the related Omega ratios and stop-loss transforms and some important
relationships between these concepts. Section 3 will be devoted to the main properties of
expectile ordering, including subsections on the special case of distributions with equal
means that will be used to derive some interesting sufficient conditions also for the general
case. Section 4 will be devoted to the study of stochastic orderings of Lomax distribu-
tions, which is an interesting parametric family of distributions where the conditions for
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usual stochastic order, increasing convex order and expectile order are different. Finally, in
Section 5 Lomax distributions are fitted to real world data of damage of natural disasters
in the U.S., differentiating between different sources of weather risk. Comparison of these
fitted distributions with respect to different stochastic orders is investigated.

2 Expectiles, Omega Ratios and Stop-loss Transforms

In this section we recall the definitions of expectiles, Omega ratios and stop-loss transforms.
We show how they are related, and in particular we derive how they uniquely determine the
distribution if considered as a function of the parameter.

Throughout the paper we assume that all mentioned random variables X have a finite
mean (denoted asX ∈ L1) and are defined on a common probability space (�,A, P ) unless
stated otherwise. Recall that the expectiles eX(α) of a random variable X ∈ L2 have been
defined by Newey and Powell (1987) as the minimizers of an asymmetric quadratic loss:

eX(α) = argmin
t∈R

{E�α(X − t)} , (1)

where

�α(x) =
{

αx2, if x ≥ 0,
(1 − α)x2, if x < 0,

and α ∈ (0, 1). For X ∈ L1, Eq. 1 has to be modified (see Newey and Powell (1987)) to

eX(α) = argmin
t∈R

{E [�α(X − t) − �α(X)]} . (2)

The minimizer in Eqs. 1 or 2 is always unique and is identified by the first order condition

αE (X − eX(α))+ = (1 − α)E (X − eX(α))− , (3)

where x+ = max{x, 0}, x− = max{−x, 0}.
Expectiles are a smoothed version of quantiles; we collect their main properties from

Newey and Powell (1987) and Bellini et al. (2014) in the following theorem.

Theorem 1 Let X ∈ L1 with distribution function F and α ∈ (0, 1). Then:

a) eX+h(α) = eX(α) + h, for each h ∈ R,
b) eλX(α) = λeX(α), for each λ > 0,
c) X ≤ Y a.s. ⇒ eX(α) ≤ eY (α), for each α ∈ (0, 1),
d) X ≤ Y a.s. and P(X < Y) > 0 ⇒ eX(α) < eY (α), for each α ∈ (0, 1),
e) eXs(α) is strictly increasing with respect to α,
f) eX(α) is continuous with respect to α,
g) limα→0+ eX(α) = ess inf(X), limα→1− eX(α) = ess sup(X),
h) if α ≤ 1/2, then eX+Y (α) ≥ eX(α) + eY (α); if α ≥ 1/2, then

eX+Y (α) ≤ eX(α) + eY (α),

i) e−X(α) = −eX(1 − α),
j) for the right derivative of eX it holds

e′+
X (α) = E |X − eX(α)|

(1 − α)F (eX(α)) + αF(eX(α))

where F = 1 − F .
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Clearly, expectiles depend only on the distribution of the random variable X; they can
be seen as statistical functionals defined on M1(R), the set of distribution functions with
finite mean on R. Expectiles are the quantiles of a suitably transformed distribution F̃ (t),
as it has been noted by Jones (1994). Indeed, Eq. 3 can be written in the equivalent form

α = E (X − t)−
E |X − t | =: F̃ (t).

Expectiles are also related with the so called Omega ratio, which has been introduced in the
financial literature by Keating and Shadwick (2002a) as

�X(t) = E (X − t)+
E (X − t)−

. (4)

As it was pointed out e.g. in Remillard (2013), Eq. 3 can be written as

�X(eX(α)) = 1 − α

α
, (5)

which gives the following one-to-one relation between expectiles and Omega ratios:

eX(α) = �−1
X

(
1 − α

α

)
, �X(t) = 1 − e−1

X (t)

e−1
X (t)

. (6)

The following properties of the function �X are immediate.

Theorem 2 Let X ∈ L1, m = ess inf(X), M = ess sup(X). The function �X : (m,M) →
(0, +∞) is strictly positive, continuous and strictly decreasing, with limt→m+ �X(t) =
+∞, limt→M− �X(t) = 0 and �X(EX) = 1.

To derive more properties of the Omega ratio we consider the strongly related stop-loss
transform

πX(t) := E(X − t)+,

which is well known in the actuarial literature (see e.g. Müller 1996) as it describes the
expected cost of a stop-loss insurance contract with deductible t for a risk X. From

E(X − t)− = t − EX + E(X − t)+ (7)

we immediately get

�X(t) = πX(t)

t − EX + πX(t)

and therefore vice versa we can derive the stop-loss transform from the Omega ratio via the
formula

πX(t) = �X(t) · (t − EX)

1 − �X(t)
, t 	= EX,

which can be continuously extended in t = EX. Assuming differentiability we can derive
the distribution function from the Omega ratio via

FX(t) = 1 + π ′
X(t) = 1 − �X(t) + �′

X(t) · (t − EX)

(1 − �X(t))2
, t 	= EX.

This formula holds in general, if we replace the derivative by the right derivative. Using
Eq. 6 and taking into account that EX = eX(1/2) we derive the following explicit formula
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for the distribution function FX in terms of eX . It is basically equivalent to a corresponding
formula already mentioned in Newey and Powell (1987) as Theorem 1 (iv), where a very
similar formula is stated for continuously differentiable distribution functions.

Theorem 3 Let eX(α) be the expectile function of a random variable X ∈ L1. Then the
distribution function FX of X is given by

FX(t) = 1 − �X(t) + �′+
X (t) · (t − eX(1/2))

(1 − �X(t))2
, t 	= eX(1/2),

where

�X(t) = 1 − e−1
X (t)

e−1
X (t)

.

3 Expectile Order

Let us recall some basic definitions and results from the theory of stochastic orders. For a
comprehensive review we refer to Müller and Stoyan (2002) or Shaked and Shantikumar
(2007). In the following, in inequalities between expectations it is always tacitly assumed
that the expectations exist.

Definition 4 For given random variables X, Y we define the order relations

X ≤st Y , if Ef (X) ≤ Ef (Y ) for all increasing f.

X ≤cx Y , if Ef (X) ≤ Ef (Y ) for all convex f.

X ≤cv Y , if Ef (X) ≤ Ef (Y ) for all concave f.

X ≤icx Y , if Ef (X) ≤ Ef (Y ) for all increasing convex f.

X ≤icv Y , if Ef (X) ≤ Ef (Y ) for all increasing concave f.

It is well known that the usual stochastic order≤st is equivalent to the pointwise ordering
of the quantiles. Bellini (2012) has shown the following results for expectiles:

Theorem 5 a) X ≤st Y ⇒ eX(α) ≤ eY (α), for each α ∈ (0, 1),
b) X ≤cv Y ⇒ eX(α) ≤ eY (α), for each α ∈ (0, 1/2],
c) X ≤cx Y ⇒ eX(α) ≤ eY (α), for each α ∈ [1/2, 1).

Theorem 5 shows that the usual stochastic order ≤st implies ordering of all expectiles. It
is then very natural to introduce the main definition of the paper:

Definition 6 Two random variables X, Y ∈ L1 are ordered in expectile order (written
X ≤e Y ) if eX(α) ≤ eY (α) for all α ∈ (0, 1).

Some immediate properties of the expectile order are the following:

Theorem 7 Let X, Y ∈ L1.

a) X ≤e Y ⇒ X + h ≤e Y + h, for each h ∈ R,
b) X ≤e Y ⇒ λX ≤e λY , for each λ > 0,
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c) X ≤st Y ⇒ X ≤e Y ,
d) If Xn ≤e Yn, Xn → X and Yn → Y weakly, with E |Xn| → E |X| and E |Yn| →

E |Y |, then X ≤e Y .

Proof a), b) and c) are immediate. d) follows from Theorem 10 in Bellini et al. (2014).

The expectile order is equivalent to the pointwise ordering of Omega ratios, and can also
be characterized by means of the stop-loss transform.

Theorem 8 Let X, Y ∈ L1. Let m = max{ess inf(X), ess inf(Y )} and
M = min{ess sup(X), ess sup(Y )}. The following are equivalent:

a) X ≤e Y ,
b) �X(x) ≤ �Y (x), for each x ∈ (m,M),
c) πX(x) (x − EY) ≤ πY (x) (x − EX) , for each x ∈ (m, M).

Proof Let β = (1 − α)/α. From Eq. 5, the condition eX(α) ≤ eY (α) is equivalent to

�X(x) = β, �Y (y) = β ⇒ x ≤ y. (8)

Since �X and �Y are strictly decreasing and since Eq. 8 holds for each β ∈ (0, +∞), it
follows that �X(x) ≤ �Y (x) for all x ∈ R.

Item c) follows from Eqs. 4 and 7.

Notice that in Remillard (2013), Proposition 4.4.3. p. 130, it is claimed without proof
that �X(x) ≤ �Y (x), for each x ∈ R if and only if X ≤st Y . The statement is wrong, as
we will see in Theorem 12 in the equal mean case, and a counterexample is provided by
Example 16. Indeed, it will turn out that ≤e is strictly weaker than ≤st and more similar to
the third order stochastic dominance.

For X ≤e Y , we clearly need EX ≤ EY . Note that, in this case, the conditions b), c)
in Theorem 8 have only to be checked for x ∈ (m, EX) and x ∈ (EY,M) since they are
obviously satisfied for EX ≤ x ≤ EY .

From Theorem 2 we immediately get the following necessary conditions as a corollary.

Corollary 9 If X ≤e Y then ess inf(X) ≤ ess inf(Y ) and ess sup(X) ≤ ess sup(Y ).

In the case of unboundedX and Y we can derive further necessary conditions forX ≤e Y

in terms of the tail behavior of X and Y .

Theorem 10 Let X, Y ∈ L1 and assume that ess inf(X) = ess inf(Y ) = −∞ and
ess sup(X) = ess sup(Y ) = ∞. If X ≤e Y then

lim sup
t→∞

F̄Y (t)

F̄X(t)
≥ 1 and lim sup

t→−∞
FX(t)

FY (t)
≥ 1.

Proof We will show that

lim sup
t→∞

�Y (t)

�X(t)
≤ lim sup

t→∞
F̄Y (t)

F̄X(t)
and lim sup

t→−∞
�Y (t)

�X(t)
≤ lim sup

t→−∞
FX(t)

FY (t)
. (9)
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From this the assertion follows immediately, as X ≤e Y holds if and only if �X(t) ≤
�Y (t) for all t ∈ R. Assume that β := lim supt→∞ F̄Y (t)/F̄X(t) < ∞. Then for any ε > 0
there is some t0 < ∞ such that

F̄Y (t) ≤ (β + ε)F̄X(t) for all t > t0.

This implies

E(Y − t)+ =
∫ ∞

t

F̄Y (z)dz ≤ (β + ε)

∫ ∞

t

F̄X(z)dz = (β + ε)E(X − t)+.

As

lim
t→∞

E(Y − t)−
E(X − t)−

= lim
t→∞

EY − t

EX − t
= 1

this implies

lim sup
t→∞

�Y (t)

�X(t)
= lim sup

t→∞
E(Y − t)+
E(X − t)+

≤ β + ε.

Thus the first assertion of Eq. 9 holds. The proof of the second assertion is similar.

Example 11 Assume that X and Y are normally distributed with X ∼ N(μ1, σ
2
1 ) and

Y ∼ N(μ2, σ
2
2 ). If σ1 	= σ2, then it follows from Theorem 10 that X and Y cannot be

compared with respect to ≤e, as e.g. σ1 > σ2 implies

lim
t→∞

F̄Y (t)

F̄X(t)
= 0 and lim

t→−∞
FX(t)

FY (t)
= ∞.

Hence it is necessary that σ1 = σ2. In this case X ≤e Y holds if μ1 ≤ μ2, as in this case
also X ≤st Y holds. Thus for normal distributions the orderings X ≤e Y and X ≤st Y are
equivalent.

3.1 The Case of Equal Means

In the equal mean case the expectile order can be easily characterized. Indeed, Theorem
8 shows that X ≤e Y if and only if the pertaining stop-loss transforms cross only once,
namely in μ.

Theorem 12 Let X, Y ∈ L1 with EX = EY = μ. Then X ≤e Y if and only if πX(x) ≥
πY (x), for each x ∈ (m,μ) and πX(x) ≤ πY (x), for each x ∈ (μ,M). In particular, it is
necessary that E(X − EX)− = E(Y − EY)− and E(X − EX)+ = E(Y − EY)+.

Thus, in the equal mean case, a necessary and sufficient condition for the expectile order
is the concave ordering of the left deviation from the mean and the convex ordering of the
right deviation from the mean.

Corollary 13 Let X, Y ∈ L1 with EX = EY = μ. Then X ≤e Y if and only if (X −
μ)− ≤cv (Y − μ)− and (X − μ)+ ≤cx (Y − μ)+.

These conditions are related to the notion of third degree stochastic dominance (TSD)
introduced by Whitmore (1970) as follows: for random variables X and Y it holds X ≤T SD

Y if EX ≤ EY and for all y,∫ y

−∞

∫ z

−∞
FX(t) dt dz ≤

∫ y

−∞

∫ z

−∞
FY (t) dt dz.
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Indeed, we get immediately the following result.

Theorem 14 If EX = EY , V ar(X) ≤ V ar(Y ) and X ≤e Y , then X ≤T SD Y .

Proof It follows from Theorem 12 that

y �→ h(y) :=
∫ y

−∞

∫ z

−∞
FY (t) dt dz −

∫ y

−∞

∫ z

−∞
Fx(t) dt dz

is increasing on (−∞, μ] and decreasing on [μ,∞) with

lim
y→−∞ h(y) = 0 and lim

y→∞ h(y) = V ar(Y ) − V ar(X),

thus the result follows.

We now show by means of an example that the expectile order is not closed with respect
to mixtures, in the sense that F1 ≤e F2 but

1

2
F1 + 1

2
G 	≤e

1

2
F2 + 1

2
G.

Example 15 (≤e is not closed under mixtures)
Let F1 and F2 be the distribution functions of X1 and X2 with

P(X1 = 0) = P(X1 = 4) = 1

2
, P (X2 = 1/2) = 2

3
, P (X2 = 5) = 1

3
.

From Theorem 12 it follows that X1 ≤e X2. Letting G = δ1, and denoting the mixtures
with Y1 and Y2, we get

P(Y1 = 0) = P(Y1 = 4) = 1
4 , P (Y1 = 1) = 1

2

P(Y2 = 1/2) = 1
3 , P (Y2 = 5) = 1

6 , P (Y2 = 1) = 1
2 .

Then EY1 = EY2 = 3/2 and

E(Y1 − EY1)+ = 5/8 > E(Y2 − EY2)+ = 7/12.

Therefore it follows from Theorem 12 that Y1 and Y2 can not be ordered with respect to
expectile ordering.

Müller (1997) has shown that so called integral stochastic orders (also known as general
stochastic dominance rules) generated by a class of functions F in the form

X ≤e Y if and only if Eu(X) ≤ Eu(Y ) for all u ∈ F
are always closed with respect to mixtures, thus the preceding example shows that there can
not exist a class of utilities F generating expectile order.

Notice also that in Example 15 we have X1 ≤e X2 but not even X1 ≤icx X2 does
hold. Thus ≤e is strictly weaker than ≤st and neither implies nor it is implied by ≤icx . The
following example shows that the expectile order is not closed with respect to independent
sums.

Example 16 (≤e is not closed under convolutions)
Assume that X has a two-point distribution

P(X = 0) = 0.4, P (X = 1) = 0.6,
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and Y has a three-point distribution

P(Y = 0) = 0.4, P (Y = 0.8) = 0.5, P (Y = 2) = 0.1.

Then, EX = EY = 0.6, and Theorem 12 yields X ≤e Y . Now, let Z be independent of X

and Y , having a two-point distribution in 0 and 1 with equal weights. For X̃ = X + Z and
Ỹ = Y + Z, we get

P(X̃ = 0) = 0.2, P (X̃ = 1) = 0.5, P (X̃ = 2) = 0.3,

P (Ỹ = 0) = P(Ỹ = 1) = 0.2, P (Ỹ = 0.8) = P(Ỹ = 1.8) = 0.25,

P (Ỹ = 2) = P(Ỹ = 3) = 0.05.

Then EX̃ = EỸ = 1.1 and

E(X̃ − EX̃)+ = 0.27 < E(Ỹ − EỸ )+ = 0.315.

Hence, by Theorem 12,
X + Z 	≤e Y + Z.

Finally, the following example shows that it is not sufficient to check the inequality for
the Omega ratios or the stop-loss transforms in the points of support of discrete distributions
in order to characterize expectile order.

Example 17 Assume that X and Y have three-point distributions

P(X = 0) = 0.4, P (X = 1) = 0.5, P (X = 2) = 0.1,

P (Y = 0) = 0.5, P (Y = 1) = 0.3, P (Y = 2) = 0.2.

Here, EX = EY = μ = 7/10, and

πX(t) =
{

(7 − 6t)/10, 0 ≤ t ≤ 1,
(2 − t)/10, 1 ≤ t ≤ 2,

πY (t) =
{

(7 − 5t)/10, 0 ≤ t ≤ 1,
(2 − t)/5, 1 ≤ t ≤ 2.

Hence, πX(0) ≥ πY (0), and πX(k) ≤ πY (k) for k = 1, 2, but since πX(μ) 	= πY (μ),
Theorem 12 shows that X 	≤e Y (indeed, the expectile curves cross in α = 1/2).

However, to prove or disprove expectile order between discrete distributions it never-
theless suffices to check a finite number of inequalities together with some elementary
calculations: due to Theorem 8, one has to check the inequality

πX(t)(t − EY) − πY (t)(t − EX) ≤ 0.

Since the stop-loss transform is piecewise linear for discrete distributions, the left hand side
of the inequality is a piecewise quadratic function in t . Hence, one simply has to check if a
parabola is nonpositive between the pertaining support points.

3.2 Sufficient Conditions for the Expectile Order

In this subsection we derive sufficient conditions for expectile ordering in terms of crossing
conditions for survival functions. From Theorem 12 we can derive the following Lemma for
the case of equal means.

Lemma 18 Assume that EX = EY = μ, E(X − μ)+ = E(Y − μ)+ and that there exist
z1 < μ < z2 such that

F̄X(z) ≤ F̄Y (z) if z < z1 or z > z2
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whereas
F̄X(z) ≥ F̄Y (z) if z1 < z < z2.

Then X ≤e Y .

Proof First notice that limt→−∞(πX(t) + t) = limt→−∞ E(max{X, t}) = EX. Under the
stated assumption if follows

lim
t→−∞(πX(t) − πY (t)) = EX − EY = 0

and therefore the function

t �→ πX(t) − πY (t) =
∫ ∞

t

(F̄X(z) − F̄Y (z))dz

is increasing on (−∞, z1) and on (z2,∞) and decreasing on (z1, z2) with limit

lim
t→−∞(πX(t) − πY (t)) = lim

t→∞(πX(t) − πY (t)) = 0

and πX(μ) − πY (μ) = 0. Thus the function in non-negative on (−∞, μ) and non-positive
on (μ,∞). The assertion therefore follows from Theorem 12.

The preceding Lemma can be generalized also to the case of unequal means:

Theorem 19 Assume that there exist z1 < EX < z2 such that

F̄X(z) ≤ F̄Y (z) if z < z1 or z > z2

whereas
F̄X(z) ≥ F̄Y (z) if z1 < z < z2.

We define the following areas between the survival functions:

A := ∫ z1
−∞ |F̄Y (z) − F̄X(z)|dz, B :=

∫ EX

z1

|F̄Y (z) − F̄X(z)|dz,

C := ∫ z2
EX

|F̄Y (z) − F̄X(z)|dz, D :=
∫ ∞

z2

|F̄Y (z) − F̄X(z)|dz.

If A ≥ B and C ≤ D then X ≤e Y .

Proof Notice that the conditions of Lemma 18 hold if and only if A = B and C = D. If
A > B we can define for each α ∈ (F̄X(z1), 1) and z < z1 a function F̄Yα with

F̄Yα (z) =
⎧⎨
⎩

F̄X(z), if F̄X(z) > α,

α, if F̄X(z) ≤ α < F̄Y (z),

F̄Y (z), if F̄Y (z) ≤ α.

Obviously, for all z < z1 we have F̄Yα (z) ≤ F̄Y (z) and this function is increasing in α. The
function

α �→ g(α) :=
∫ z1

−∞
|F̄Yα (z) − F̄Y (z)|dz, α ∈ (F̄X(z1), 1)

is continuous and increasing from 0 to A. Thus there is an α∗ with g(α∗) = B.
If C < D we can define z3 > z2 such that∫ z2

EX

|F̄Y (z) − F̄X(z)|dz =
∫ z3

z2

|F̄Y (z) − F̄X(z)|dz = C.
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We can now define a random variable Y ∗ with survival function

F̄Y ∗(z) =
⎧⎨
⎩

F̄Yα∗ (z), if z < z1,

F̄Y (z), if z1 ≤ z < z3,

F̄X(z), if z ≥ z3.

Then F̄Y ∗(z) ≤ F̄Y (z) for all z ∈ R. Therefore Y ∗ ≤st Y and thus according to Theorem
7 c) also Y ∗ ≤e Y . On the other hand, X and Y ∗ fulfill the conditions of Lemma 18 and
therefore it holds X ≤e Y ∗. By transitivity we get X ≤e Y .

Example 20 As an illustrative example, we consider random variables with skew-normal
distributions. To this end, let Z ∼ SN(α) be a standard skew-normal random variable
as defined in Azzalini (1985) with density fZ(z) = 2ϕ(z)�(αz), z ∈ R, for any α ∈
R, where ϕ(·) and �(·) denote the density and the cumulative distribution function of a
standard normal random variable, respectively. Adding scale and location parameters, X =
ξ + ωZ is then said to have a skew-normal distribution with parameters ξ, ω, α (shortly,
X ∼ SN(ξ, ω, α)). Mean, variance and skewness are given by

EX = ξ + ωδ
√
2/π, V ar(X) = ω2

(
1 − 2δ2/π

)
,

skew(X) = γ1(X) = 4 − π

2

(
δ
√
2/π

)3
(
1 − 2δ2/π

)3/2 ,

where δ = α(1 + α2)−1/2 ∈ (−1, 1). The stop-loss transform of Z is given by

πZ(t) =
∫ ∞

t

(x − t)2ϕ(x)�(αx)dx

= −2
∫ ∞

t

ϕ′(x)�(αx)dx − tF̄Z(t)

= 2ϕ(t)�(αt) + 2α
∫ ∞

t

ϕ(x)ϕ(αx)dx − tF̄Z(t)

= fZ(t) − tF̄Z(t) + √
2/πδ

(
1 − �

(
t
√
1 + α2

))
,

where F̄Z(·) denotes the survival function of Z. The stop-loss transform of X is then given
by πX(t) = ω · πZ ((t − ξ)/ω).

Now, let Xi ∼ SN(ξi, ω, αi), i = 1, 2. Suppose ξ1 ≤ ξ2 and α1 ≤ α2, then X1 ≤st X2
(see Corollary 4.2 in Blasi and Scarlatti (2012), where also sufficient conditions for ≤icv

are given).
As examples for skew-normal random variables ordered with respect to expectile order,

but not with respect to the usual stochastic order, let X ∼ SN(ξ1, ω1, α1) and Y ∼
SN(ξ2, ω2, α2). Put δ1 = 0.9 and δ2 = 0.99 (i.e. α1 = 2.065 < α2 = 7.018). Then choose
the other parameters in such a way that

EX = EY = 0, V ar(X) = 1, πX(0) = πY (0),

which yields ξ1 = −1.032, ξ2 = −1.279, ω1 = 1.437, ω2 = 1.620. Further, V (Y ) =
0.986, γ1(X) = 0.472, γ1(Y ) = 0.917. A plot of F̄X(t) − F̄Y (t) is given in the left part of
Fig. 1, which shows that the crossing conditions of Lemma 18 are satisfied. Hence, X ≤e Y .

Next, consider Ỹ ∼ SN(ξ̃2, ω2, α2) with ξ̃2 = ξ2 + 0.05. Hence, EỸ = 0.05 > EX,
whereas variances and skewness remain the same. The right part of Fig. 1 shows a plot of
F̄X(t) − F̄

Ỹ
(t) together with the areas A, B,C,D defined in Theorem 19, indicating that
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Fig. 1 Plot of F̄X(t) − F̄Y (t) (left) and of F̄X(t) − F̄
Ỹ
(t) (right)

all conditions of the theorem are fulfilled. The requirement A ≥ B,C ≤ D can easily be
confirmed by numerical quadrature. Therefore, we obtain X ≤e Ỹ .

4 Stochastic Orderings for the Lomax Distribution

In this section, we consider in some detail the Lomax or Pareto type II distribution having
density and distribution function

f (t) = f (t; α, λ) = α

λ

(
1 + t

λ

)−(α+1)

, t ≥ 0,

F (t) = F(t; α, λ) = 1 −
(
1 + t

λ

)−α

, t ≥ 0,

where α and λ are positive parameters. Accordingly, hazard rate and stop-loss transform are
given by

r(t) = f (t)/ (1 − F(t)) = α

λ + t
, t ≥ 0,

π(t) = λ

α − 1

(
1 + t

λ

)1−α

, t ≥ 0.

In the following, assume X ∼ F(t; α1, λ1) and Y ∼ F(t; α2, λ2)

4.1 Hazard Rate Order and Usual Stochastic Order

The random variable X is smaller than the random variable Y with respect to the hazard rate
order (written X ≤hr Y ) if rX(t) ≥ rX(t) for all real t . For the Lomax distribution, this is
the case if and only if

(α1 − α2)t + α1λ2 − α2λ1 ≥ 0, t ≥ 0,

hence, if and only if

α1 ≥ α2 (10)
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and
α1

α2
≥ λ1

λ2
. (11)

Since hazard rate order implies the usual stochastic order, Eqs. 10 and 11 are sufficient
conditions for X ≤st Y . However, they are also necessary: in order to have

F(t; α1, λ1) ≥ F(t; α2, λ2) (12)

for t → ∞, condition (10) must hold. On the other hand, Eq. 12 is equivalent to

α1 log

(
1 + t

λ1

)
≥ α2 log

(
1 + t

λ2

)
,

and a first order Taylor expansion around t = 0 shows that Eq. 11 is also necessary.

4.2 Increasing Convex Order

Here, we have to assume α1, α2 > 1. For X ≤icx Y , we have to show that πX(t) ≤ πY (t)

for t ≥ 0. Looking at the behaviour of the stop-loss transform for t → ∞, we see that
Eq. 10 is necessary for X ≤icx Y as well. A second necessary condition is EX = πX(0) ≤
πY (0) = EY , or

α1 − 1

α2 − 1
≥ λ1

λ2
. (13)

Now, assume that Eqs. 10 and 13 hold. Then, we get from the above results about the usual
stochastic order that

F̄ (t; α1 − 1, λ1) ≤ F̄ (t; α2 − 1, λ2), t ≥ 0.

Noting that

π(t) = λ

α − 1
· F̄ (t; α − 1, λ),

where F̄ (t) = 1 − F(t) denotes the survival function of F , we obtain

πX(t) ≤ πY (t), t ≥ 0. (14)

Hence, conditions (10) and (13) are also sufficient for X ≤icx Y .

4.3 Expectile Order

Again, let α1, α2 > 1. Using Theorem 10, we see that condition (10) is necessary for X ≤e

Y . Further, EX ≤ EY , i.e. condition (13), is necessary as well. Under these conditions,
X ≤icx Y , and Eq. 14 yields πX(t) ≤ πY (t) for t > EY . Therefore, the condition in
Theorem 8 c) is fulfilled for t > EY . Hence, for X ≤e Y , we additionally need

G(t) = πX(t)(EY − t) ≥ πY (t)(EX − t) = H(t), 0 ≤ t < EX. (15)

Since π ′(t) = −F̄ (t) and F̄ ′(t; α, λ) = −α
λ

F̄ (t; α + 1, λ), we obtain

G′(t) = −F̄X(t)(EY − t) − πX(t)

and

G′′(t) = α1

λ1
F̄ (t; α1 + 1, λ1)(EY − t) + 2F̄X(t), (16)
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and corresponding expressions for H ′ and H ′′. Obviously, G(0) = H(0) and
G′(0) = H ′(0). Therefore, Eq. 15 can only be satisfied if

G′′(0) = α1

λ1

λ2

α2 − 1
+ 2 ≥ α2

λ2

λ1

α1 − 1
+ 2 = H ′′(0),

or, equivalently, if √
α1(α1 − 1)

α2(α2 − 1)
≥ λ1

λ2
. (17)

Note that, since the function h(x) = α1−x
α2−x

with x < α2 is increasing in x for α1 ≥ α2 > 1,
condition (17) is weaker than Eq. 11, but stronger than Eq. 13. Summing up, Eqs. 10 and 17
are necessary conditions for X ≤e Y .

Remark 21 Since h(x) is strictly increasing in x for α1 > α2, Eq. 17 can never be satisfied
if X and Y have equal means, i.e. if (α1 − 1)/(α2 − 1) = λ1/λ2 (except in the trivial
case α1 = α2, λ1 = λ2). Hence, if X and Y are random variables from different Lomax
distributions, but with equal means, they can never be ordered in expectile order.

In the following, our aim is to derive sufficient conditions for X ≤e Y which are weaker
than the conditions for X ≤st Y . For this, we can assume that

α1

α2
<

λ1

λ2
(18)

(otherwise, X ≤st Y , which implies X ≤e Y ). Assuming Eq. 18, we get

λ1 > λ2 (19)

(since α1 ≥ α2). Now, Eqs. 17 and 18 imply

α1

λ1
(EY − t) = α1

λ1

λ2

(α2 − 1)
− α1

λ1
t >

α2

λ2

λ1

(α1 − 1)
− α2

λ2
t = α2

λ2
(EX − t) (20)

for t > 0. Further, we have the following theorem:

Theorem 22 Under Eqs. 10 and 18,

F̄X(t) =
(
1 + t

λ1

)−α1

≥
(
1 + t

λ2

)−α2

= F̄Y (t) (21)

for 0 ≤ t ≤ t1, where t1 = 2(α2λ1 − α1λ2)/(α1 − α2) if α1 > α2, and t1 = ∞ if α1 = α2.

A proof is given in the Appendix. Now, Eq. 21 together with Eq. 19 imply

F̄ (t; α1 + 1, λ1) =
(
1 + t

λ1

)−1
F̄X(t)

≥
(
1 + t

λ2

)−1
F̄Y (t) = F̄ (t; α2 + 1, λ2) (22)

for 0 ≤ t ≤ t1. With an eye to Eq. 16, we see that Eqs. 20, 21 and 22 imply G′′(t) ≥ H ′′(t)
for 0 ≤ t ≤ t1, which, in turn, implies G(t) ≥ H(t) for 0 ≤ t ≤ t1. Hence, we have the
following result:
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Theorem 23 If Eqs. 10, 17 and 18 hold, and if

EX = λ1

α1 − 1
≤ t1 = 2(α2λ1 − α1λ2)

α1 − α2
,

then X ≤e Y , but X and Y are not ordered with respect to the usual stochastic order.

As a typical example, take α1 = 3, λ1 = √
3, α2 = 2, λ2 = 1. Then, EX = √

3/2 <

EY = 1 and

α1

α2
= 3

2
<

√
α1(α1 − 1)

α2(α2 − 1)
= √

3 <
α1 − 1

α2 − 1
= 2,

λ1

λ2
= √

3.

Further, t1 = 2
√
3(2−√

3) ≈ 0.928 > EX ≈ 0.866. Hence, all conditions in Theorem 23
are fulfilled, and X is smaller than Y with respect to expectile order, but not with respect to
stochastic order. Figure 2 shows the functions G(t) and H(t) defined in Eq. 15 and a plot
of log F̄X(t) − log F̄Y (t).

5 Real Data Example

As an illustrative application, we consider data of billion-dollar weather and climate disas-
ters taken from NOAA (2016). Data set 1 are the costs of severe storm disasters to affect
the U.S. from 2000 to 9/2016 with CPI-adjusted losses exceeding $1 billion each across the
United States. Data sets 2 and 3 are tropical cyclone and flooding disasters exceeding $1
billion for the same period. For reproducibility, we list the values:

x1 = (1.1, 1.1, 1.6, 1.8, 3.5, 2.1, 1.2, 1.0, 2.0, 1.2, 1.3, 1.3, 1.6, 1.4, 1.8, 3.8, 1.6,

1.4, 1.1, 1.0, 1.8, 2.5, 1.4, 2.1, 3.0, 2.7, 2.4, 3.5, 1.2, 1.1, 3.3, 1.2, 1.1, 1.4,

9.7, 10.9, 1.1, 2.2, 2.4, 3.0, 4.2, 1.0, 3.6, 1.1, 1.5, 1.6, 1.8, 1.9, 1.6, 3.4, 1.1,

1.2, 1.3, 2.9, 2.9, 1.9, 1.5, 1.3, 1.3, 1.1, 5.4, 2.6, 2.8, 4.2),

x2 = (68.3, 2.9, 2.7, 14.4, 33.6, 6.7, 1.5, 23.4, 22.8, 153.8, 3.1, 9.6, 26.2, 12.5,

21.1, 7.2, 1.5, 11.6),

x3 = (10.0, 1.0, 1.2, 1.3, 2.0, 2.6, 1.0, 1.5, 1.1, 2.1, 3.2, 2.5, 1.7, 11.2, 1.8).
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Fig. 2 Plot of the functions G(t) and H(t) defined in Eq. 15 (left), and plot of log F̄X(t) − log F̄Y (t) (right)
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Table 1 Sample sizes, arithmetic means, standard deviations and estimated parameter values for the three
data sets in Section 5

n x̄ s α̂ λ̂ α̂/λ̂ (α̂ − 1)/λ̂

x1 64 2.25 1.76 3.083 2.649 1.164 0.786

x2 18 23.49 36.32 1.972 23.660 0.083 0.041

x3 15 2.95 3.18 1.305 0.964 1.354 0.317

The use of the Lomax distribution is widespread for this type of loss data. For example, Giles
et al. (2013) fitted this distribution to data relating to insurance losses in excess of 5 million
dollars due to major hurricanes between 1949 and 1980. This is also theoretically justified
as the Lomax distribution is a generalized Pareto distribution and therefore a natural model
for peak over threshold data, as shown by Pickands (1975).

We fitted the Lomax distribution to each data set using MLE after subtracting 1 (billion)
from each of their sample values. Key statistical values and estimated parameter values of
the fitted Lomax distributions are given in Table 1. The plots of the empirical cumulative
distribution functions (after subtracting 1 from each sample value) and the cdf’s of the fitted
Lomax distributions in Fig. 3 indicate that the Lomax distribution is a suitable model for all
three data sets.

In the following, denote the parameters of the Lomax distribution fitted to the i-th data set
by (α̂i , λ̂i ), and let Xi be a random variable with the corresponding distribution, i = 1, 2, 3.
From Table 1, α̂1 > α̂2 > α̂3 > 1.

First, we compare the first with the second fitted Lomax distribution. Since α̂1 > α̂2 and
α̂1/α̂2 > λ̂1/λ̂2, i.e. Eqs. 10 and 11 hold, and using the results of Section 4.1, we obtain
X1 ≤st X2, which is not surprising in view of Fig. 3.

Next, we compare the first with the third fitted Lomax distribution. Note that X1 	≤st X3
since condition (11) is violated. In contrast, condition (17), which is sufficient for X1 ≤icx

X3 and necessary for X1 ≤e X3, is satisfied. Indeed, the plot of the corresponding expectile
curves on the left-hand side of Fig. 4 clearly shows that X1 ≤e X3. Note, however, that the
additional sufficient condition in Theorem 23 ensuring X1 ≤e X3 is not fulfilled.

Finally, we compare the second with the third fitted Lomax distribution. The plot on the
right-hand side of Fig. 4 which shows the difference of the cdf’s of X2 and X3 clearly sug-
gests X2 ≥st X3. In fact, it is also easy to see that the empirical distributions clearly satisfy
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Fig. 3 Empirical cumulative distribution functions (in grey) and cdf’s of the fitted Lomax distributions (in
black) for the datasets in Section 5
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the conditions of ≥st . However, theoretically, for the estimated Lomax distribution this is
impossible since α2 > α3. On the other hand, condition (13) is not fulfilled, therefore even
X2 ≤icx X3 does not hold. Hence, both distributions are not comparable using the stochas-
tic orders considered in Section 4, as we get a heavier tail for the estimated distribution of
the third data set. Note, however, that the two distribution function cross at x = 12 437 bil-
lion $. Hence, for all practical purposes and the considered example, one may well assume
X2 stochastically dominates X3.

6 Conclusion

In this paper we have investigated properties of the expectile ordering. Necessary as well as
sufficient conditions have been derived and it was related to other stochastic orderings. As
an interesting example of a family of distributions we considered the Lomax distribution,
for which we could not find any results on stochastic ordering properties in the literature.
We also fitted Lomax distributions to real world data on the damage of natural weather dis-
aster in the U.S. and compared the different sources of weather risk with respect to various
stochastic orderings for that concrete application.

Several natural questions arise from this first study on expectile ordering for future inves-
tigations. The most natural one is to ask for the meaning of more spread out expectiles. One
gets a natural definition of an expectile dispersion ordering, if one replaces quantiles by
expectiles in the definition of dispersive ordering ≤disp (see e.g. Definition 1.7.1 in Müller
and Stoyan (2002)). Several different related concepts could be defined and their usefulness
and their relation to other orderings could be studied.

Appendix: Proof of Theorem 22

Since the assertion is true for α1 = α2, we assume α1 > α2 in the following. Consider the
functions

g(t) = log F̄X(t) = −α1 log

(
1 + t

λ1

)
,

h(t) = log F̄Y (t) = −α2 log

(
1 + t

λ2

)
,

d(t) = g(t) − h(t),
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with d(0) = 0. We have to show that

d(t) = g(t) − h(t) ≥ 0 for 0 ≤ t ≤ t1.

Since
d ′(t) = α2

t + λ2
− α1

t + λ1
,

we obtain d ′(0) = α2/λ2 − α1/λ1 > 0, and

d ′(t) = 0 ⇔ t = α2λ1 − α1λ2

α1 − α2
=: t0,

where t0 > 0. Further, an application of l’Hôpital’s rule yields limt→∞ g(t)/h(t) =
α1/α2 > 1 or

lim
t→∞

d(t)

h(t)
= α1

α2
− 1 = c > 0,

which implies d(t) < c/2 ·h(t) for t large enough. Hence, d is positive and increasing until
t0, then decreasing to minus infinity for t → ∞.

Next, we show
d ′(t0 − t) − |d ′(t0 + t)| ≥ 0, 0 ≤ t ≤ t0, (23)

or, equivalently,
α2

(α1 − α2)λ2 + γ − u
+ α2

(α1 − α2)λ2 + γ + u

− α1

(α1 − α2)λ1 + γ − u
− α1

(α1 − α2)λ1 + γ + u
≥ 0, 0 ≤ u ≤ γ,

where γ = α2λ1 − α1λ2 > 0, and u = (α1 − α2)t . With ci = (α1 − α2)λi + γ, i = 1, 2
this is equivalent to

α2c2

c22 − u2
− α1c1

c21 − u2
≥ 0, 0 ≤ u ≤ γ,

or
c1c2(α2c1 − α1c2) + (α1c1 − α2c2)u

2 ≥ 0, 0 ≤ u ≤ γ. (24)

Since

c1c2(α2c1 − α1c2) = 0,

α1c1 − α2c2 = (α1 − α2) (α1λ1 − α2λ2 + γ ) > 0,

inequality (24), and hence (23), are true. This means that the increase up to t0 is steeper than
the subsequent decrease, which implies d(t0 + t) ≥ d(t0 − t) for 0 ≤ t ≤ t0. It follows that
d ≥ 0 for 0 ≤ t ≤ 2t0 = t1.
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