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Abstract By combining in a novel way the randomization method with the stationary
detection technique, we develop two new algorithms for the computation of the expected
reward rates of finite, irreducible Markov reward models, with control of the relative error.
The first algorithm computes the expected transient reward rate and the second one com-
putes the expected averaged reward rate. The algorithms are numerically stable. Further,
it is argued that, from the point of view of run-time computational cost, for medium-sized
and large Markov reward models, we can expect the algorithms to be better than the only
variant of the randomization method that allows to control the relative error and better than
the approach that consists in employing iteratively the currently existing algorithms that use
the randomization method with stationarity detection but allow to control the absolute error.
The performance of the new algorithms is illustrated by means of examples, showing that
the algorithms can be not only faster but also more efficient than the alternatives in terms of
run-time computational cost in relation to accuracy.

Keywords Markov reward model - Markov chain - Expected reward rate - Relative error -
Randomization - Stationarity detection
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1 Introduction

Consider a finite Markov reward model (MRM) consisting of a finite, irreducible (time
homogeneous) continuous-time Markov chain (CTMC) X = {X(¢),t > 0} with infinites-
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imal generator and a reward rate vector r = (r;) whose ith entry has the meaning of
“rate” at which reward is earned while X is in state i. In this paper, we will be con-
cerned with the computation of the expected transient reward rate at time f, t > 0,
ETRR(f) = E[rx 1, and the expected averaged reward rate in the time interval [0, ¢],# > 0,
EARR() = E[(l/t)f(;rx(f) dr]. To illustrate the usefulness of ETRR(z) and EARR(?),
consider a CTMC modeling a fault-tolerant system that can be up or down and assume that
a reward rate 1 is assigned to the states in which the system is up and a reward rate O is
assigned to the states in which the system is down. Then, ETRR(¢) would be the availabil-
ity of the system at time ¢, i.e., the probability that the system is up at time #, and EARR(?)
would be the expected interval availability at time ¢, i.e., the expected fraction of the time
interval [0, ¢] in which the system is up.

We will assume that all reward rates are nonnegative and, to avoid trivialities, that at least
one of them is nonnull. Since X is irreducible, this implies that, for ¢t > 0, both ETRR(z)
and EARR(?) are positive. The assumption that there are not negative reward rates is not a
true restriction as it can be easily circumvented (Carrasco 2004).

Both ETRR(#) and EARR(#) can be computed with well-controlled error using the ran-
domization method (also called uniformization) (Grassmann 1977; Gross and Miller 1984)
and variants (van Moorsel and Sanders 1994; Sericola 1999; Carrasco 2003a, 2004; Suié
and Carrasco 2005; Sidje et al. 2007). Almost all these variants allow to compute ETRR(#)
and EARR(#) with control of the absolute error, which is not always satisfactory. The rea-
son is that if ETRR(#) and EARR(¢) have to be computed with prescribed relative accuracy,
then one has to use those algorithms iteratively until the accuracy requirement is fulfilled.
To the best of the author’s knowledge, the only variants that allow to compute ETRR(#) and
EARR(?) with control of the relative error are the implementations of the randomization
method developed in Sufié and Carrasco (2005). However, like most randomization-based
methods, when the time ¢ at which ETRR(#) and EARR(#) have to be computed is large,
those implementations tend to have high run-time computational cost. In the case of finite,
irreducible MRMs with infinitesimal generator, the run-time computational cost of the ran-
domization method can be reduced by using the so-called stationarity detection technique.
Broadly speaking, the technique consists in detecting when the underlying CTMC is close
enough to its stationarity regime so that the computations can be stopped and, therefore, can
result in significant reductions of the run-time computational cost when ¢ is large. The sta-
tionarity detection technique has already been combined with the randomization method to
develop algorithms for the computation of ETRR(#) and EARR(?) (Sericola 1999) which
can be much faster than most randomization-based algorithms.! But, those algorithms allow
to control the absolute error. Currently, then, to compute ETRR(#) and EARR(¢) with pre-
scribed relative accuracy, one can use the implementations of the randomization method
developed in Sufié and Carrasco (2005), which, as previously commented, can be very slow
when the time ¢ is large, or else can use iteratively the algorithms developed in Sericola
(1999), an approach that is not completely satisfactory either because unless a good esti-
mate for ETRR(#) and EARR(?) is available, it can be necessary to execute the algorithms
twice or more times, thus (partially) offsetting the reduction in run-time computational cost
brought up by the stationarity detection technique.

In this paper, by combining in a novel way the randomization method with the station-
arity detection technique proposed in Sericola (1999), we develop two new algorithms, one
for the computation of ETRR(#) and another for the computation of EARR(#), with control

In Sericola (1999), ETRR(7) and EARR(?) are referred to as point performability and expected interval
perform ability, respectively.
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of the relative error. The algorithms are numerically stable. Compared with the implementa-
tions of the randomization method developed in Sufié and Carrasco (2005) and the approach
that consists in using iteratively the algorithms developed in Sericola (1999), the algorithms
can be expected to have, for medium-sized and large MRMs, a lower run-time computa-
tional cost. Besides, when accuracy is taken into account, the algorithms can be substantially
more efficient in the sense of being able to achieve the same accuracy with a much lower
run-time computational cost. The rest of the paper is organized as follows. The algorithms
are developed in Sections 2 and 3. In Section 4, we discuss the numerical stability and the
run-time computational cost of the proposed algorithms. In Section 5, we illustrate the per-
formance of the algorithms and compare them with the alternatives. Finally, in Section 6
we present some conclusions. The Appendix collects the proofs of the theoretical results on
which the new algorithms are based.

2 Computation of ETRR(?)

First, we introduce some notations. We will denote by « the initial probability distribution
vector of X and by A = (g; ;) its infinitesimal generator. The probability of having j > 0
arrivals in a Poisson distribution with parameter A > 0 will be denoted P; (1) = e Ad /j1.
In addition, we will denote by I the identity matrix, by | x | the largest integer nonlarger than
x, by T the transpose operator, by rmi, the minimal reward rate min; r;, by rmax the maximal
reward rate max; r;, by ¢ a positive relative error tolerance, and by § a positive quantity < 1.

Let A > max;|a; ;| and B = I 4 (1/A)A and define, for k > 0, b = (ci(k)) =
Bk(r/ rmax) and vg = aTe®. Using the well-known randomization result (see, e.g., Kijima
1997, Theorem 4.19), we can write

ETRR(1) = a'eMr

Z TB] —At (At)J

At))

_ Tpj = —At(

—rmaxza B rmax J!

= Fiax ZozTc(j)Pj(At)
j=0
oo

= Fmax p_Vj Pj(AL). (1
j=0

Let © denote the steady-state probability distribution vector of X. If A > max;|a; ;|, as
k — oo each entry of the vector ¢® tends to its stationary value TtV r/rmax (Sericola 1999).
Formally, for every state i of X,

lim c(k)

=TT/ Finax - 2
k— 00

In Sericola (1999), the above limit was turned into a practical test for stationarity detection

by proving that, given the sequences {m; = min; cfk) } and {M} = max; cl.(k) }, we have

< Mk —

- 2

my + My
v.,- — B

Mk k=0, 3)
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and, therefore, given k > 0, the approximation for ETRR(#) that results from replacing in
Eq.lallvj, j > k, by (my + My)/2,

k k
——— my + My
ETRR(7, k) = Fmax Z v P (A + ——— | 1= Z pPian ||, (4)
j=0 Jj=0
has well-controlled error
J— My —m k

ETRR(r) — ETRR(t, k)’ < rmax% 1= Pjan | . 5)

Jj=0

The new algorithm is based on Egs. 1 and 3. We start by noting that, since, as assumed,
X is irreducible and ryax > 0, we have

M >0, k>0, (6)
implying my + My > 0, k > 0. Therefore, by Eq. 4, we have ﬁﬁi(r, k) >0,t>0,k>0,

and can then define the relative error incurred by approximating ETRR () by ETRR(z, k),
t>0,k>0,as

ETRR(1) — ETRR(1, k)| _ [ETRR(1) — ETRR(, k)|
ETRR(7, k) ETRR(7, k) '

Trivially, to make that relative error nonlarger than e, the index k much be such that
|[ETRR(¢) — ETRR(#, k)| < ¢ETRR(¢, k). By Eq. 4 and Ineq. 5, to satisfy the previous
inequality it is sufficient that

le;:() v Pj (A1)
1= 3% o Pi(AD)
Since, by Eq. 2, limg— oo (My — my) = 0, by Ineq. 6, My > 0, k > 0, and ¢ > 0, there
exist infinitely many indices k satisfying Ineq. (7) and ETRR(#) could be computed with
relative error < ¢ by using Eq. 4 with k set to the minimal of those indices. However, that

scheme would not be completely satisfactory because of the potential numerical cancella-
tions involved in the computation in Eq. 4 of the term 1 — ZI;.ZO Pj(At) (Ineq. (7) can be

Mk—mk§<2 +mk+M1<)8. N

easily rewritten to avoid the computation of that term) when the sum Z],(‘:o Pj(At) is close

to 1. To avoid those potential numerical cancellations, we will replace 1 — Z?:O Pj(At)
by a lower bound that does not involve significant numerical cancellations and will tighten
Ineq. (7) to offset the additional error introduced by the bound.

The lower bound is

b
k k . k

1_21)'([\1‘) _ I—Zj:()Pj(AI) lejZOPj(AI)SOQ ®

=0 ! Zﬁkﬂ P;(At) otherwise ’

where
1 3 A
. m%(’*'z‘FT_tm) Pri1(A1)

Ri=min{r>k+1: <sl )

> jmk41 Pi(AD) B

Proposition 1 below shows that [1 — Zl;zo P; (AD]*® bounds 1 — Zl;:o Pj(Ar) from below
with a relative error < 8.
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Proposition 1 Assumet > 0, k > 0, and § > 0. Then, the truncation parameter Ry given
by Eq. 9 is finite and [1 — Z?:o P; (AD]™ defined by Eq. 8 satisfies

0< 1— Zl;:() P](Al) —[1 - ZI;':O Pj(At)]lb iy

1= Y% Pi(AD)

(10)

That the computation of the lower bound [1 — Z];':o P; (ADT™ will not involve sig-
nificant numerical cancellations can be shown as follows. If Zl;:o Pj(At) < 0.9, then
[1— Y5 o Pi(An]® = 1 — Y5 Pj(An) > 0.1, and, therefore, [1 — Y-5_o P;(AD]®
can be computed without significant numerical cancellations. If Z’J‘ —o Pj(At) > 0.9, then
[1-— ZIJ‘ —oPj (AD® = Z k1 P;(At) and the only subtractions are the ones involved
in the computation of the term r + 3 — At in Eq. 9. Those subtractions, however, will not
involve significant numerical cancellations because, using the fact that the median of a Pois-
son distribution with parameter At is nonsmaller than At — log2 (Choi 1994), in Eq. 9 we
will have k > At —log?2, implyingr +3 — At > k+4 — At > At —log2+4 — At > 3.

If in Eq. 4 we now replace the term 1 — le'=0 Pj(At) by the lower bound [1 —

Z?’:O P; (AD)]'™, we obtain the new approximation

Ib
k

— m +M
ETRR(1, k) = rax | > vj Pj(An) + T 2K ZP,(At) .oan
=0

=(1—8<1+§>)8=8(1—8)—8. 12)

To offset the additional error introduced by the lower bound [1 — Z];:o P; (At)]]b, we
require k in Eq. 11 to satisfy

Let

YKo Pi(AD)

M —my <2
1= Y5 Pi(AD)

&+ (my + Mp)e' (13)

instead of Ineq. 7. Then, defining
K1 = min {k > 0 : Ineq. (13) holds} , (14)
we have the following result.

Proposition 2 Let 1,1/, 0 < t' < t, and assume 0 < § < 1, ¢ > §/(1 — 8). Then, the
truncation parameter K1 given by Eq. 14 is finite and ETRR(¢', K|) given by Eq. 11 with t
replaced by t' and k replaced by K| satisfies

ETRR(t") — ETRR(7, K1)
ETRR(t', K1)
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We are now in a position to describe the proposed algorithm for the computation of
ETRR(z) for asetof n,n > 1, time points 0 < #; < --- < t,. First, we obtain the truncation
parameter K using Eq. 14 with ¢ set to the largest time point #,. To avoid the numerical
cancellations potentially involved in the computation of the term 1 — Zf‘:o Pj(At) in Ineq.
(13), that inequality is used in its equivalent form

k k k
M| 14+ Y Pi(An | +me(1+€) Y Pj(An) < My [ Y Pj(An) +&
Jj=0 Jj=0 Jj=0
k
+m(l+€)+2e Y v Pj(Al).
j=0
(15)

By Proposition 2, the truncation of parameter K thus obtained is such that

ETRR(z;) — ETRR(#;, K1) -
A <e¢
ETRR(#;, K1)

for all #;, 0 < t; < t,. Therefore, once K; is known, we compute ]ﬁ}i{(n, K, 1 <
i < n, using Egs. 8, 9 and 11 with ¢ replaced by #; and k replaced by K. Finally, since
ETRR(00) = ©t'r and (Sericola 1999)

My < T rmax < My, k>0, (16)

we also compute the bounds rmaxm g, < ETRR(00) < rmaxMk,. A detailed description of
the algorithm is given on the following page.

Since the parameter § in Algorithm 1 must be positive and the larger it is, making &’
smaller, the larger K| can be, in practice one will use the algorithm with § set to a positive
quantity < 1, e.g., some multiple of the machine epsilon.

To conclude this section, we note that the bounds rmaxmg, and rmaxMg, computed
by the proposed algorithm can be used to approximate ETRR(co) by E/Tﬁ{(oo, Ky =
rmax (MK, + Mg, )/2. Since Sericola (1999) |[ETRR(00) — rmax (mi + Mi) /2] < rmax(My —
my)/2, k > 0, the incurred relative error will satisfy

ETRR(c0) — ETRR(c0, K1)
ETRR(c0, K1)

ZWK1 —mg,
<

= . (17
Mg, +mg,

For large enough At,, we can expect that error to be close to €. Indeed, it is easy to check
that, for a fixed value of k, the function (21;:0 viPj(A1)/(1 — 21;:0 Pj(A1)) decreases
to 0 as At — oo. Therefore, by Ineq. 13 and Eq. 14, for large enough Atz,, the parameter
K, will be almost independent of Af,, satisfying Mg, — mg, =~ (mg, + Mg,)e’ and,
consequently, by Ineq. 17 we will have

ETRR(00) — ETRR(00, K1) _ Mg —mi
—— < ~¢ <e.
ETRR(c0, K1) Mg, +mg,

@ Springer



Methodol Comput Appl Probab (2017) 19:445-485 451

Algorithm 1 Computation of ETRR(#) with control of the relative error using the random-
ization method with stationarity detection

R AU AW -

p—
N =D \O

btk
N=RN--HEN BN N I "SR]

20
21
22

input :r,o,B,A,8,0<8§ < 1,6, >68/(1=-8),n,n>1,0<t;] < --- <ty
output : ETRR(#;), 1 <i < n; bounds for ETRR (c0)

Fmin = Min; r;;
Fmax = Max; r;;
@ = T/ max;
mQ = Fmin/max;
My :=1;
v = aTe®;
e i=e(1-98)—6;
k:=0;
while Ineq. (15) with t replaced by t,, does not hold do
k:=k+1;
c® := Bk,
W,
(k).

M}, := max; ¢ s

my .= min;

v = aTe®;
end
K| :=k;
i:=n;
whilei > 1 do -
Approximate ETRR(#;) by ETRR(7;, K1) computed using Egs. (8), (9) and (11) with ¢
replaced by #; and k replaced by K;
i=1i—-1;
end
rmaxMg, < ETRR(00) < rmaxMk,;

3 Computation of EARR(?)

Using EARR(t) = (1/1)fy ETRR(z)dz, Eq. 1, and [y P/(A7)dr = /M) Y52
Pj(At), we obtain the well-known result

1 t
EARR(?) = ;/ ETRR(7r)dr
0

oo 1 t
= Fmax E ;/ v Pi(AT)dr
0
=0

00 T
:rmavalE Z Pj(At)
=0 j=it1

oo o0
1
= rmavalzﬁR/(AZ)
=0 j=l J
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00 J
1
= l’maxz i+ 1 Zlej(At)
=0/ 1=0
= rmax Yy w;Pi(AD), (18)
Jj=0
where
| J
wj = ——7 Z vy . (19)

Again, as in Sericola (1999), given some k, k > 0, we will replace all v;, j > k, in Eq. 18
by (my + My)/2, obtaining the approximation for EARR(?),

k
EARR(1, k) = rmax | Y w; Pj(AD+
j=0

o0

j=kt1?

i+ M
sz+ Z % P (A1)
I=k+1
(20)

Since, by Ineq. 6, mx + My > 0, k > 0, we have EARR(t, k) > 0,7 > 0, k > 0, and can
then define the relative error incurred by approximating EARR(?) by EARR(?, k) as

EARR(r) — EARR(?, k)

|EARR(t) - EARR(t k)|

EARR(z, k)

EARR(t k)

For that relative error to be nonlarger than &, the index k must be such that

IEARR(r) — EARR(,

k)| < e EARR(t, k) . 1)

For that inequality to be useful, we need computable expressions for m(z, k) and
|[EARR(?) — EARR(?, k)|. Let us start with EARR(#, k). By combining Egs. 19, 20, and

1— (k41
Z 713(1\:) — Z J+ (1+ ) p,(An)
Jj= k+l Jj=k+1 J
o0 o0
k+1
— Z P(AD) = —— Z Pj (A1)
j=k+1 j=k+2
k+1
k+1
= P+ MEED S pan | e
j=0
we obtain
_ k X k41 J—kmy + My
EARR(?, k) = Fmax ijPj(At)+ _Z (j+1wk T2 )Pj(At)
j=0 j=k+1
d k+1 o my + M,
= rmax | D wiPi(AD) + ——wy Y Pj(An) 4+ 2K "Z Tk p.(An)
: . Jj+1
j=0 j=k+2 j=k+1
k k+1
= rmax | Y w; P (At>+—wk ZP a0 | + 2 EMe L an
j=0
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k+1
(k +D (1 - Z P; (Az))) (23)

With regard to [EARR(?) — E/Aﬁi(t, k)|, using Ineq. 3 and Egs. 18, 19, 20, and 22, we get

EARR(/) —m{(r,k)‘ -

k 00
Finax (Z w; Pj (A1) + (Z v+ Z vz) P (At))

j=0 =t/ I=k+1

a 4 myg + My )
~Fimax ZwP(Ar)JrZ — Z D = | Pian

j=kt1 ! =0 I=k+1
my + My
= Fmax Z v — Pj (A1)
J i+l 2
j=k+1 I=k+1
J
my + My
< Fmax Z +1 - Pj (A1)
Prat Rl W
J
My —my,
< Tmax Z ]+ £ B P/(A[)

j=k+1 k+1

My — my J—
= max—— Z o Epican
Jj= k+1

M. — k+1 k+1
- rmaxkfm" (Pk+1(At) + % (1 -3 p (At))) (24)

j=0
Then, using Eqs. 23 and 24, it is easily seen that Ineq. (21) holds for any index k satisfying

Yk owiPi(An + Elw (1 YA P (At))

My —mi = {2 At—(k+1 k1
Pk+1(At)+%(1 Ykt P(At))

+mp+ M |e. (25

However, in order to obtain a simpler algorithm, we will consider the inequality

k
_ow;P;i(At)
My —mp < |2 2j=0wiFs +mp+ My |e,  (26)

Pep(An) + A0 (1 - Y45 py(an)

which, since 1 — Zk'H Pj(At) > 0, is more restrictive than Ineq. 25.

Since, by Eq. 2, hmk_wo(M/< —my) = 0, by Ineq. 6, My > 0, and ¢ > 0, there are
infinitely many indices k satisfying Ineq. 26 and EARR(#) could be computed with relative
error < ¢ by using Eq. 23 with & set to the minimal of those indices. This, however, could be
problematic because of the numerical cancellations potentially involved in the computation
of the terms 1 — Y570 Pj(Ar) and Pry1 (A1) + ((Af — (k+ 1) /(AD)(1 = Y52 Pj(Ar)
(Ineq. (26) can be easily rewritten to avoid the computation of the latter term). To avoid those
potential numerical cancellations, we will replace those terms by appropriate lower bounds
not involving significant numerical cancellations and will modify Ineq. (26) appropriately.
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The term 1 — Zk+] P;(At) will be replaced by

1b
k+1 k+1 k+1
I - o Pi(At) if o Pj(At
Z, Zk42 P (AD) 0therw1se
where 1 X N
+ t
) ey v (r +2+ m) Pri1(AD)
Ry=min{r>k+2: <5t (28)

> ka2 Pi(AD)
and, recalling Eq. 22, the term P41(At) + (At — (k+ 1)) /(At)(1 — Zk“ Pj(A1)) =
Y% 1((G =K/ + 1)) Pj(At) will be replaced by

Pri1(AT) 1fk+1<At0relsel—

b
Af— k1 k+1 0.9 Pri1(Ar) <
[Z j— P(AI)} _ (+ )(I—ZPJ(At)) Zkﬁlp(m)<09 ,

S
Zf3 1 j+| PJ (A1) otherwise
(29)
where
_ 1 r+3
T3—AT 12 (r +1—k+5s Az) Pri1(A1)
Ry=min{r>k+1: <d; . 30)

Zj =k+1 /+1P (At)

The factor At — (k + 1) in Eq. 29 will be computed accurately by casting it as the dot
product (A, k + 1)(¢, —1) and computing that dot product using Algorithm 5.3 in Ogita
et al. (2005). By Proposition 3 below, [1 — 344 P;(ANT® bounds 1 — Y550 P;(A1)
from below with a relative error < § and [Zj 1 (G =K/ + D))P; (AD]™ bounds
Pi1 (A1) + (At = (k+ 1))/ (A1) (1 = Y45 P (An) from below with a relative error < 3.

Proposition 3 Lett > 0, k > 0, and § > 0. Then, the truncation parameters R, and R3
given by, respectively, Eqs. 28 and 30 are finite, [1 — Zk'H Pj(A1)] 1™ defined by Eq. 27
satisfies

| — k+1P AP — 1 — k+1P AP
0< DBy (A1) k+[1 > (AD)] _s 1)
L= Y55 Pi(an

and [Y_52411((j = K)/(j + 1)) Pi(AN]® defined by Eq. 29 satisfies

At —(k+1) kP(At) b
At

Py (A1) + 1

(1 Zk+l P; (At)) [Z?‘;Hl j

0<
= At—(k+1)(
At

<é. (32)

Per1(AD) + - X85 Pi(an)

That the computation of the lower bound [1— ZkH P; (AN]® will not involve significant
numerical cancellations can be shown similarly as it has been done for the computation of
the lower bound [1 — le‘:o P; (A)]"® defined by Eq. 8. To show that the computation of
the lower bound [3-52, , | ((j —k)/(j + 1) P; (AH)]™ will not involve significant numerical
cancellations, we will consider three cases separately: a) k + 1 < At;b) k + 1 > At,
1 — (09At/(k + 1 — AD)) Pry1 (A1) < ZHI Pj(A1) < 0.9; and c) otherwise, i.e., k +
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1> At,and 1 — (0.9At/(k + 1 — AD) Pey1 (A1) > Y550 Pij(Ar) or Y54 Pi(Ar) >
0.9. In case a), which can only happen if At > 1 the only p0551ble source of numencal
cancellations is the computation of the term 1 — Z = PJ (At) in Eq. 29. (We recall that the
factor At — (k+ 1) will be computed accurately.) Usmg the fact that the median of a Poisson
distribution with parameter Af is nonsmaller than Af — log 2 (Choi 1994) and noting that,
trivially, [At] — 1 < [At] —log2 < At —log2, we will have ZLA[J Pj(At) < 0.5 and,
therefore, for k + 1 < At, or, equivalently, kK + 1 < [ At],

k+1 |At] [At]—1
1= Pi(AN = 1= Pi(Ay=1= Y Pi(A1) = Plarj(A1) > 0.5 — Pa (A1) (33)
j=0 j=0 j=0

Now, since At > 1, either [At| = 1or [At] > 2. If [At]=1, Pias (A)=P1 (A1) = At e,
which reaches its maximum at A7 = 1 and is therefore nonlarger than Pi(1) = e~ < 04,
implying, by Ineq. 33, 1 — ZkHP (At) > 05 —-04 = 0.1. If [Ar] = 2, we
have (Glynn 1987) P|a((Af) < 1/4/2m[At], which, for [Ar] > 2, is < 0.3, imply-
ing, by Ineq. 33, 1 — ZkH Pij(At) > 0.5 — 0.3 = 0.2. This shows that, in case
a), the term 1 — ZkH Pj(At) and, therefore, the lower bound [Zj w1 (G =K/ +
1))P,~(At)]1b, can be computed without significant numerical cancellations. In case b),
in which k + 1 > Ar, 1 — (0.9At/(k + 1 — AD)Pipi(Ar) < Y52 Pj(Ar), and
Y KE) Pi(Af) < 0.9, we will have 1 — 3570 P;(Ar) > 0.1. This implies that the only

poss1ble source of significant numerical cancellatlons lies in the subtraction of the quan-
tity ((k + 1 — AD)/(AD)(1 — Zk“ Pj(Ar)) from the probability Py.1(Ar) in Eq. 29.
But, it can be seen that 1 — (0.9Af/(k + 1 — A1) Pry1(Ar) < ZkH Pj(At) implies
Py (At) + (At — (K + 1)/(A)(1 — ZkH Pj(At) = 0.1P;y1(At). Consequently,
in case b), the lower bound [Z;’ikﬂ((j ky/(j + 1)P; (AD™ can also be computed
without significant numerical cancellatlons It remains to discuss case c). In that case,
(X541 (G —0)/G+D)PADT® = 8 ((j —k)/(j +1) Pj(Ar) and the only pos-
s1ble source of significant numerical cancellations lies in the subtractions involved in the
computation of the term » 4+ 3 — At in Eq. 30. (The term r + 1 — k involves only integers
and can be computed exactly.) But, those subtractions will not involve significant numerical
cancellations because we will have r +3 — At > k + 1 + 3 — At > 3. This concludes the
justification that the computation of the lower bound [Z?‘;k G =/ +D)P; (AD)®
will not involve significant numerical cancellations.

Having defined the bounds, in Eq. 23 we replace 1 — ZH] Pij(At) by [1 —
S5 PiADI® and P (AD) + (Ar = (k + 1)/(AD)(1 ~ Zk“ Pj(AD) by
[Zj=k+1((J —k)/(j+ D)P; (A1)]', obtaining the new approximation

k k+ k+1 b
EARR(t, k) = rmaxzow Pj(AD) + Fmax = wk 1— ZP (A1)
J
lb
my + My J—k
Pi(An) | 34
Hrmax —— ,;“ — PiAD (34)

and, to offset the additional errors introduced by the bounds, require k to satisfy
Z.I;:o ijj(Al)
Pep(An) + M50 (1= 3k pyan)

My —my <2 &+ (mg + My)e' (35)
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instead of Ineq. 26, where ¢’ is given by Eq. 12. Then, defining
K> = min {k > 0 : Inequality (35) holds} , (36)

we have the following result.

Proposition 4 Let 0 < ¢’ < t and assume 0i8\< 1, & > 8/(1 — §). Then, the truncation
parameter K, given by Eq. 36 is finite and EARR(¢', K3) given by Eq. 34 with t replaced
by t’ and k replaced by K; satisfies
EARR(IJ: EARR(?, K») -,
EARR(?, K>)

We are now in a position to describe the proposed algorithm for the computation of
EARR(?) for a set of n, n > 1, time points 0 < #; < --- < t,. First, we obtain the
truncation parameter Ko using Eq. 36 with ¢ set to the largest time point #,, where the
weights wg, k > 0, are computed using wo = vg and wy = (1/(k + 1)) (kwr—1 + vi),
k > 1. To avoid the numerical cancellations potentially involved in the computation of the
term Py 1 (A1) + ((Ar — (k + 1)/(AD)(1 — Y550 Pj (A1) in Ineq. 35, that inequality is
used in its equivalent form

k+1 k+1 k+1
M | Pepr(AD + 14 = ZPj(Al)+8' +s’ZP,»(Ar)
j=0 j=0
k+1
k+1
Pi(AD) + —— | (1 +¢
+my Z jAD + == [ (4 e)
j=0
k+1 k+1
k+1 +
j=0 j=0
k+1k+1 k
mp | 1+ Pepi(A) + —— Y Pi(AD | (1 +&)+2) w;Pj(Ae. (37)
At =

By Proposition 4, the truncation parameter K» thus obtained is such that
EARR(#;) — EARR(;, K») -
—— <e
EARR(%;, K»)

forall #;, 0 < t; < t,. Therefore, once K> is known, we compute m(n, Ky),1<i<n,
using Egs. 27, 28, 29, 30, and 34 with ¢ replaced by #; and k replaced by K>. Finally, since
EARR(c0) = 7'r and Eq. 16, we also compute the bounds rmaxmg, < EARR(c0) <
rmaxMk,. A detailed description of the algorithm is given on the next page.

In practice, Algorithm 2 will be used with § set to a positive quantity < 1, e.g., some
multiple of the machine epsilon.

To conclude this section, we note that the bounds rmaxm g, and rmax Mg, computed by
Algorithm 2 can be used to approximate EARR(oc0) by m(oo, K2) = rmax(mg, +
Mgx,)/2. Since EARR(c0) = ETRR(00), EARR(00, K) = ETRR(0o, K>), and Ineq. 17,
the relative error incurred by that approximation will satisfy

EARR(o0) — EARR(c0, K») | _ M, —mk,

—— < . (38)
EARR(0c0, K>7) Mg, +mk,
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Algorithm 2 Computation of EARR(z) with control of the relative error using the
randomization method with stationarity detection

input :r,o,B,A,8,0<8§ < 1,6, >68/(1=-8),n,n>1,0<t;] < --- <ty
output : EARR(%;), 1 <i < n; bounds for EARR(00)

1 rmpjn := min; r;;

2 Fmax = max; r;;
3¢9 =r/rma;

4 mo := rmin/ max;
5 My:=1;

6 vy :=atc®;

7 wo = vo;

8 ¢ :=¢(1-9)—6;
9 k:=0;

10 while Ineq. (37) with t replaced by t,, does not hold do

11 k:=k+1;

12 c¢® .= Bek-D;,

13 my .= min; cl.(k);

14 M} = max; cfk);

15 Vg = aTe®,

16w = (k/k+ Dwit + (/K + Dvg;

17 end

18 K, :=k;

19 i :=n;

20 whilei > 1 do o

21  Approximate EARR(#;) by EARR(%;, K2) computed using Egs. (27), (28), (29), (30),
and (34) with ¢ replaced by #; and k replaced by K», where, if 2523'1 Pi(At;)) > 0.9
and K7 + 1 > At;, the truncation parameters Ry and R3 are computed simultane-
ously to save Poisson probabilities;

22 i:=i—1;

23 end

24 rpaxmi < EARR(00) < riax My;

For large enough At,, we can expect that error to be close to ¢. Indeed, by Eq. 22 we have

Yk _wjPj(AD) Yk _owjPj(AD)

_ j—k ’
Pest(An) + A8E0 (1 YR pian) X P (AD

a function that decreases to 0 as At — oo. Therefore, by Ineq. 35 and Eq. 36, for large
enough At,, the parameter K, will be almost independent of At,, satisfying Mk, —mg, ~
(mk, + Mg,)¢’ and, then, by Ineq. 38, we will have

EARR(c0) — EARR (0o, K»)
EARR(00, K3)

Mg, —mg
< 2 lxe <.
Mg, +mg,
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4 Numerical Stability and Run-Time Computational Cost

In this section, we will analyze the numerical stability and run-time computational cost of
the proposed algorithms. We will also argue that, for medium-sized and large MRMs, we
can expect the run-time computational cost of the proposed algorithms to be lower than
that of the implementations of the randomization method developed in Suifié¢ and Carrasco
(2005) and lower than the run-time computational cost of the approach that consists in using
iteratively the algorithms developed in Sericola (1999).

Not involving more subtractions than those required for the computation of the lower
bounds defined by Egs. 8, 27, and 29, which, as argued in Sections 2 and 3, should not
result in significant numerical cancellations, and assuming that the involved Poisson prob-
abilities are computed using a method with good numerical properties such as the one
described in (Kniisel 1986, pp. 1028-1029) (see also Abramowitz and Stegun 1964), or,
for sums of the form Z?:o Pj(At), the method described in Bowerman et al. (1990), the
proposed algorithms are numerically stable.

For medium-sized and large MRMs, we can expect the run-time computational cost of
the proposed algorithms to be dominated by the matrix-vector multiplies (MVMs) with
matrix B. For Algorithm 1, the number of such MVMs will be equal to the value of the
truncation parameter K defined by Eq. 14 with ¢ replaced by #, and, for Algorithm 2, it
will be equal to the value of the truncation parameter K, defined by Eq. 36 with ¢ replaced
by t,. However, in general it seems difficult to anticipate the values of K or K.

The implementation of the randomization method developed in Suifié and Carrasco
(2005) for the computation of ETRR(#), which will be referred to as Algorithm SC1, allows
to compute ETRR(?) for a set of time points #; < --- < t, and will involve a number of
MVMs with matrix B equal to

=Yg Pi(At) e } )

K{:minikzO: T < -

2o Vi Pi(Aty) 4
The implementation of the randomization method developed in Sufié and Carrasco (2005)
for the computation of EARR(#), which will be referred to as Algorithm SC2, allows to
compute EARR(?) for a set of time points #; < --- < t, and will involve a number of
MVMs with matrix B equal to

(40)

k
K2 mmikEO: : kzj —o Pj(Atn) 8}
Y i—owjPj(Aty) 4
For medium-sized and large MRMs, we can expect those MVMs to dominate the run-time
computational cost of Algorithms SC1 and SC2. But, by Ineq. 13 and Eq. 14, using that, as
assumed, ¢ > §/(1 — §), the truncation parameter K; of Algorithm 1 will satisfy

1= 3% o Pi(At) }
<é€
Yk o viPj(Aty)

K :min[kzO: (M —my)

with
-3 j=0 Pj(Aty)
Z oV Pj(Aty)
and, by Eq. 22, Ineq. 35, and Eq. 36, the truncation parameter K, of Algorithm 2 will satisfy
k
Z} =0 P (Atn) <&
Z/ oW Pi(ALy)

(2+(mk+Mk) (1—5(1+1/8))> &> 2¢,

K> = min [k >0: (Mg —mk)
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with

Y% ki1 S Pi(ALy) My —mi k+1
j=k+1 ,+1 Pj (1= 61+ 1/e)) + kK — M K+
Y ow;Pj(Aty) € At

1= Y540 Pi(ALy)
X—7 g > 2¢.
YKo w;Pj(Aty)

Also, since 0 < 1—rmin/rmax = Mo—mo < 1 and the sequences { My} and {m} are, respec-
tively, nonincreasing and nondecreasing (Sericola 1999), it follows that 0 < M — my < 1,
k > 0. Therefore, we will always have K| < K i and K, < Ké Further, for large enough

Ay, we will have 37 v; P;(Aty) ~ ETRR(c0) and Y2 w; P;(Aty) ~ EARR(c0).
Thus, for large enough At,, both K| defined by Eq. 39 and Ké defined by Eq. 40 will
depend, essentially, on the course of 1 — Zl;:o Pj(Aty,). But, for At, — o0, a Poisson
distribution with parameter At, has an asymptotic normal distribution with mean and vari-
ance At,. Then, for large enough Az, and ¢ < 1, the parameters K i and K é will be of the
order of At,. On the other hand, as already argued at the end of Sections 2 and 3, for large
enough At,, the parameters K| and K, will be almost independent of At,. Therefore, for
large enough At,, the differences K i — Ky and Ké — K> will increase with At,. In sum-
mary, for medium-sized and large MRMs, we can expect the run-time computational cost of
Algorithm 1 to be lower than that of Algorithm SC1, can expect the run-time computational
cost of Algorithm 2 to be lower than that of Algorithm SC2, and the larger At,, the larger
we can expect to be the difference in run-time computational cost between Algorithms 1
and SC1 and between Algorithms 2 and SC2.

Let us now describe reasonable schemes to compute ETRR(#;) and EARR(#;), 1 <i <n,
with control of the relative error based on using iteratively the two algorithms developed
in Sericola (1999). The first such algorithm computes ETRR(#;), 1 < i < n, with control
of the absolute error and the second one computes EARR(#;), 1 < i < n, with control
of the absolute error. Therefore, ETRR(#;), 1| < i < n, can be computed by invoking
the first algorithm with an absolute error tolerance vD = & (rmin + Fmax) /2, say, and,

(2 + (my + My)

. . ——= (D =0 . .
next, if v(» /minj<;<, ETRR " (#;) > ¢, where ETRR(])(I,-) denotes the approximation for
ETRR(#;) computed by the algorithm in the course of invocation j with the convention

_—(0
ETRR( )(t,-) = (min +max)/2, continue invoking iteratively the algorithm with an absolute
error tolerance
. ——(U-D
v = pU=D min Tlisizn T(j,2)(ti) ,0.95
minlgf,, ETRR ()

for invocation j, j > 1, until v)/ minj<;<, ﬁﬁim(n) < &. (The 0.95 is a security
factor to help ensure convergence.) Similarly, in the iterative scheme for the computa-
tion of EARR(#;), 1 < i < n, we can start by invoking the second algorithm developed
in Sericola (1999) with an absolute error tolerance v(l) = & (min + "max)/2 and, next,

if v/ minj<;<, EARR' (t,) > &, where EARR (t,) denotes the approximation for
EARR(#;) computed by the algorithm in the course of invocation j with the convention
ﬁﬁa(m (t;) = (Fmin+7rmax)/2, continue invoking iteratively the algorithm with an absolute
error tolerance
. ——== (-1
v = U= mip min; <i<, EARR — (ti),0.95
min; i, EARR (1)
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for invocation j, j > 1, until ne )/ minj <j<p m{(/)(n) < ¢. For the sake of conciseness,
the iterative schemes for the computation of ETRR(#) and EARR(?) just described will be
referred to as Algorithm SEI and Algorithm SE2, respectively. Let S; denote the number
of times that the first algorithm developed in Sericola (1999) is invoked in Algorithm SEI.
Invocation j, 1 < j < S, of that algorithm will involve a number of MVMs with matrix B
equal to min{N ), K}, where

n

NP =minin>0: rma | 1= > Pi(Aty) | v 4, (41)
j=0

KY) = min {k >0 rman(My —mp) < u<f)/2] . 42)

Therefore, Algorithm SE1 will involve Z ! L, min{N @ K ©®} MVMs with matrix B and the
integer S; will satisfy

. S1)
rmaxmm[l—ZN Y Pi(Aty), 2(MK<5,) —mK@,))]
<e.

ming <<, ETRR" (ti)

For medium-sized and large MRMs, we can expect those MVMs to dominate the run-time

computational cost of Algorithm SE1. However, by Eq. 11, Ineq. 13, and Eq. 14, assuming

ETRR( v (ty) = ]ﬁ‘ﬁ{(tn, K1), the truncation parameter K| of Algorithm 1 will satisfy

Fmax (MK, — mg,) (1 I P,-(At,,)) (M, = mi) (1 -y R/-(Atn))
ETRR"" (1,) ETRR(t1. K1)
(Mg, — mg,) (1 -yhy Pj(Atn))
Y10, P ()
—Z-; Pj(Atn) y
YKy v; P (AL)

IA

IA

28+(m1<] +MK])

which is > 2¢. Therefore, taking into account that

k
(M —mp) [ 1= Pj(Aty) | <min [ 1= Pj(Aty) | . My —my) ¢
Jj=0 i

that the left-hand side of the above inequality is decreasing on k, and that
1/ minj<;<, ﬁ{(sl)(t,) > I/E/Tﬁi(sl)(tn) we can expect K| < min{N®), KD} <
ZS‘ | min{N @ KO} In addition, given the way Algorithm SEI works, we can expect
S1 = 1 if minj<; <, ETRR(%;) is not smaller than (rmin + rmax)/2 and otherwise can expect
S1 > 2. Therefore, for medium-sized and large MRMs, we can expect the run-time com-
putational cost of Algorithm 1 to be lower than that of Algorithm SE1, and the smaller
minj<j<, ETRR(#;) than (¥min +7max)/2, the larger we can expect the difference in run-time
computational cost to be.

Let S denote the number of times the second algorithm developed in Sericola (1999) is
invoked in Algorithm SE2. Invocation j, 1 < j < §3, of that algorithm involves a num-
ber of MVMs with matrix B equal to min{N D, KU )}, where N and K are given by,
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respectively, Eqs. 41 and 42. Therefore, Algorithm SE2 will involve Z]Sﬁ: , min{N ), K}
MVM:s with matrix B and the integer S will satisfy

. ()
s min {1 = SN Py (A6, 2(M sy = m ) |

———($2)
min;<;<, EARR " ()

For medium-sized and large MRMs, we can expect those MVMs to dominate the run-

time computational cost of Algorithm SE2. On the other hand, by Eq. 34, Ineq. 35, and

Egs. 36 and 22, assuming EARR( 2)(zn) ~ m{(t,-, K»), the truncation parameter K; in

Algorithm 2 will satisfy
P (M, = micy) (it (A1) + A=G2ED (1 - H200 P (A ) )

<e.

EARR" (1)
Fman (M, = 1) (PK2+1(Ar) + A (- Py (A )
EARR(t,, K»)
Fanax (MK, — m,) (PK2+1(At) + A=) (g gz Pj(At,,)))
"max Zj—() w;j Pj (Aty)
Piyp1(Ar) + A=KtD (1522 py (A

< 2e + K, (mK2+MK2)8/

Zj:O ij'(Atn)
Z;’O Ky+1 j+1 2Pj(A1)

Y120 wj P (Aty)
which is > 2¢. Therefore, taking into account that, by Eq. 22,

IA

=2e+

(mK2 + MKZ)S/ .

k+1
k+1
(Mg —mp) | Pes(an + # 1= Pian
j=0
1 k+1
=M —my) [1- Z Pj(Aty) — Z Pj(Aty)

j=0

IA

k
(M —mp) | 1= Pj(Aty)
—

IA

min [ 1= Pj(Aty) |, My —mp) ¢

that, again by Eq. 22, the left-hand side of the above inequality is decreasing on k, and that

1/m1n1<,<n EARR( 2)(t,) > l/EARR( 2)(t,,), we can expect Ky < min{ N2 K82} <

ijzl min{N ), K/}, Further, given the way Algorithm SE2 works, we can expect S, = 1
if minj <;<, EARR(%;) is not smaller than (7min 4+ rmax)/2 and otherwise can expect Sy > 2.
Therefore, we also conclude that, for medium-sized and large MRMs, we can expect the
run-time computational cost of Algorithm 2 to be lower than that of Algorithm SE2 and that
the smaller minj <;<, EARR(#;) than (rmin+7max) /2, the larger we can expect the difference
in run-time computational cost to be.
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5 Numerical Experiments

In this section, we will illustrate the performances of Algorithms 1 and 2. We will also
compare the performance of Algorithm 1 with the performances of Algorithms SC1 and
SE1 and will compare the performance of Algorithm 2 with the performances of Algorithms
SC2 and SE2.

5.1 Examples

We will use two MRMs. The first one is taken from Carrasco (2003b) and corresponds to a
RAID 5 storage system (Chen et al. 1994) with the architecture shown in Fig. 1. The system
comprises 40 x 5 disks, 5 controllers, 3 hot spare disks, and 1 hot spare controller. The disks
are organized into 40 parity groups with 5 disks each. Each controller controls a string of
40 disks. A disk is said to be unavailable if it has failed, or the controller of the string the
disk belongs to has failed, or the data in the disk is out of date. The system is in a failed
state if there is any parity group in which two or more disks are unavailable. The data of
a non-failed disk becomes out of date if it is a disk that has just replaced a failed one or it
belongs to a string of disks whose controller was failed and has just been replaced. Out-of-
date disks become up-to-date after a reconstruction process that proceeds at a rate of 1h~!.
That process has a success probability 0.999 and can take place only when the system is
in a non-failed state. All disks of a parity group involved in a reconstruction process fail
at a rate of 2 x 107> h~!. Disks not involved in a reconstruction process fail at a rate of
1 x 1073 h~!. Controllers fail at a rate of 5 x 107> h™!. There is one repair person that, if
hot spares are available, replaces failed disks and controllers at a rate of 4 h~!, with priority
given to controllers. There is an unlimited number of repair persons that replace used hot
spares and failed disks and controllers when no hot spares are available at a rate of 0.25h~!.
When the system is in a failed state, no components fail or are repaired and the only repair
action is one that brings the system to its fully operational state, with all disks in the parity
groups available and all hot spares available, at a rate of 0.25h~!. The initial probability
is one for the fully operational state and is zero for the remaining states. As in Carrasco
(2003b), we assume that if unavailable disks do not belong to the same string, when one
of them becomes available the remaining unavailable disks still belong to different strings
whenever their number is > 2. The CTMC has 14081 states and 94405 transition rates. The
reward rates are r; = 1 for the nonfailed states and r; = O for the failed states. With those
reward rates, ETRR(¢) is the availability of the system at time ¢ (probability that the system

controller 1 controller 2 controller 5

: : - |
I parity I
wit—— —— mm ——

Fig. 1 Architecture of the RAID 5 storage system
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is not failed at time 7) and EARR(#) is the expected interval availability of the system in the
time interval [0, ¢] (expected fraction of the time interval in which the system is not failed).
In addition, rpin = Oy, and rpax = 1.

The second MRM, adapted from Carrasco (2015), corresponds to two FIFO queues
working in tandem. Each queue has a buffer with capacity for N = 100 tasks. Tasks arrive
on the first queue with rate A = 2h~!. When a task of the first queue is served, it is deliv-
ered to the second queue unless it is full, in which case the task is blocked until there is
room for it in the second queue. The service rates are ur = 2.2 h~! for the first queue and
us = 2.5h~! for the second one. The initial probability is one for the state in which there
are no tasks in the system and is zero for the remaining states. The CTMC has 10301 states
and 30499 transition rates. Its state transition diagram is shown in Fig. 2, where the states in
which there are i tasks in the first queue and j tasks in the second one and no task is blocked
are labeled “i, j”, and the states in which there are i tasks in the first queue, N tasks in the
second queue, and a task of the first queue is blocked are labeled “i’,N”. The reward rates
are the number of tasks in the system. With those reward rates, ETRR(¢) is the expected
number of tasks in the system at time ¢ and EARR(?) is the expected average number of
tasks in the system in the time interval [0, ¢]. Besides, rmin = Oy, and rmax = 200.

5.2 Results

All algorithms were implemented using the C programming language, with all floating-
point computations performed using the IEEE754-1985 (IEEE754 1985) double format,
and were compiled using the standard GNU compiler collection C-compiler (Stallman et al.
2012) with the O2 optimization option. The input parameter § of the proposed algorithms
was set to 103 x 2732 In all cases, Poisson probabilities were computed using the method
described in (Kniisel 1986, pp. 1028-1029) (see also Abramowitz and Stegun 1964) and A
was set to A = 0 x max;es|a; ;| with & = 1.001 > 1 to ensure that Eq. 2 holds. This latter
setting resulted in A ~ 43.80h~! for the RAID 5 storage system MRM and A = 6.707 h~!

Fig. 2 State transition diagram
of the queueing MRM
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49.9993x 10!

0.00007 — ETRR(t)
--  EARR(t) ]

0.00006

0.00005

0.00004

0.00003

0.00002

i T B T BT
1072 107! 10° 10! 10? 103 10*
t(h)

Fig. 3 ETRR(¢) and EARR(¢) for the RAID 5 storage system MRM

for the queueing MRM. All results were obtained on a workstation equipped with a four-
core Intel 17-2630QM 2.00 GHz processor with 4 GB of RAM memory, using only one
core.

In Figs. 3 and 4, we plot ETRR(¢) and EARR(¢) for the RAID 5 storage system MRM
and the queueing MRM, respectively, obtained executing the proposed algorithms for 300
time points equally spaced in a logarithmic scale with a relative error tolerance ¢ = 10~10.
We can observe that, for the first example, ETRR(#) “reaches” the stationary value very
soon, at about # = 100 h, that EARR(#) “reaches” the stationary value somewhat later, and
that both ETRR(#) and EARR(¢) are larger than (rmin + 7max)/2 = 0.5. For the queueing

— ETRR(t) P
-~  EARR(t) /

14

12

10

0= — - Dol vl il Hmm_ Lol e
1072 107! 100 10! 10% 10° 10 10°
t(h)

Fig. 4 ETRR(¢) and EARR(¢) for the queueing MRM
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MRM, we observe, both ETRR(#) and EARR(¢) “reach” the stationary value later, between
t = 1000h and #+ = 10000 h, and are significantly smaller than (rmin + max)/2 = 100.

We will compare the proposed algorithms with the alternatives from a triple per-
spective: run-time computational cost measured in terms of CPU time, relative accu-
racy, and run-time computational cost in relation to relative accuracy. To carry out

those comparisons, we executed each algorithm for both MRMs with n = 1,
t, = 5h,10h,...,10°h, and ¢ = 107%,107,...,107'2. The reference values
for ETRR(s) and EARR(¢), + = 5h,10h,...,10°h, with which to compute the

algorithms’ accuracy were obtained using the implementation of the randomization
method described in (Sufié and Carrasco 2005, Section 1), computing Poisson prob-
abilities using a variant of the algorithm described in Fox and Glynn (1988), which
is numerically very stable, and performing all floating-point computations using the
IEEE 754-2008 binary128 format (IEEE754-2008 2008) emulated with the MPFR
library (Fousse et al. 2007). (The binary128 format gives around 34 decimal digits precision
as opposed to the approximately 16 decimal digits precision given by the double format.)

The numbers of MVMs with matrix B required by the proposed algorithms were always
smaller than the numbers of MVMs with matrix B required by the alternatives and, conse-
quently, the CPU times of the proposed algorithms were almost always lower than those of
the alternatives. In addition, the larger 1, the larger were the differences in terms of CPU
time between Algorithm 1 and Algorithm SCI1 and between Algorithm 2 and Algorithm
SC2. As an illustration, in Tables 1, 2, 3 and 4 we give the number of MVMs with matrix B
and the CPU time for each of the algorithms, for ¢ = 1076, 10~10.

The tables also illustrate the fact that, as commented in Section 4, how the run-time com-
putational cost of Algorithm 1 compares with that of Algorithm SE1 depends on whether
minj <; <, ETRR(#) > (*min + "max)/2, and how the run-time computational cost of Algo-
rithm 2 compares with that of Algorithm SE2 depends on whether min|<;<, EARR(#;) >

Table 1 RAID 5 storage system MRM: numbers of MVMs with matrix B (top) and CPU times in seconds
(bottom) required by Algorithms 1, SC1, and SEI to compute ETRR(#,),n = 1

e=10"° e —=10-10
1y (h) Alg. 1 Alg. SC1 Alg. SE1 Alg. 1 Alg. SC1 Alg. SEI
5 285 (359) 297 295 313 (377) 323 321

480x 1072 520x 1072 480 x 1072 520x1072 560x 1072 520 x 1072
10 523 (628) 547 544 563 (651) 582 580

840 x 1072 920x 1072 880x 1072 880 x 1072 1.00x 10~!  9.60 x 1072
100 2293 (NC) 4712 2656 3902 (NC) 4817 4265

3.72x 1071 8.12x 107! 432x 107! 636x 107! 828 x 107!  6.92 x 107!
1000 2293 (NC) 44810 2656 3902 (NC) 45136 4265

3.68 x 1071 7.74 432x 107" 636x 107" 777 6.96 x 107!
10000 2293 (NC) 440871 2656 3902 (NC) 441895 4265

372 x 1071 7.55 x 10! 444 x 107" 632%x 1071 7.63 x 10 7.04 x 107!
100000 2293 (NC) 4385937 2656 3902 (NC) 4389171 4265

3.76 x 1071 7.57 x 10? 524x 1071 628 x 1071 7.52 x 10% 7.88 x 107!

(For Algorithm 1, next to the number of MVMs we give between parenthesis the value of the truncation
parameter R, with “NC” standing for “not computed”)
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Table 2 RAID 5 storage system MRM: numbers of MVMs with matrix B (top) and CPU times in seconds
(bottom) required by Algorithms 2, SC2, and SE2 to compute EARR(#,), n = 1

e=10"° e=10"10
tn () Alg.2 Alg. SC2 Alg. SE2 Alg. 2 Alg. SC2 Alg. SE2
5 269 (352,357) 297 295 300 (369, 374) 323 321

4.40 x 1072 520x 1072 4.80 x 1072 5.20 x 1072 5.60 x 1072 5.20 x 1072
10 498 (617, 624) 547 544 544 (640, 647) 582 580

8.00 x 1072 920x 1072 8.80x 1072 8.80 x 102 1.00 x 1071 9.60 x 1072
100 2293 (NC,NC) 4712 2656 3902 (NC,NC) 4817 4265

3.72 x 107! 8.08 x 107! 432x 107" 6.36 x 107! 832x 107" 6.92 x 107!
1000 2293 (NC,NC) 44810 2656 3902 (NC,NC) 45136 4265

3.68 x 107! 7.80 436 x 107" 6.36 x 107! 7.71 6.96 x 107!
10000 2293 (NC,NC) 440871 2656 3902 (NC,NC) 441895 4265

3.72 x 107! 7.66 x 101 4.44 x 107" 6.32 x 107! 7.60 x 101 7.04 x 107!
100000 2293 (NC,NC) 4385937 2656 3902 (NC,NC) 4389171 4265

3.72 x 107! 756 x 10> 524 x 107" 6.28 x 107! 7.58 x 10> 7.88 x 107!

(For Algorithm 2, next to the number of MVMs we give between parenthesis the value of the truncation
parameters Ry and R3, with “NC” standing for “not computed”)

(Fmin + "max)/2. Thus, for the first MRM, for which both ETRR(#,) and EARR(z,),
t, = 5h,10h,...,10°h, are larger than (rmin + rmax)/2 = 0.5, Algorithms SE1 and
SE2 always terminated in one iteration and, as a consequence, Algorithm 1 was only
slightly faster than Algorithm SE1 and Algorithm 2 was only slightly faster than Algo-
rithm SE2. On the contrary, for the second MRM, for which both ETRR(#,) and EARR(z,),

Table 3 Queueing MRM: numbers of MVMs with matrix B (top) and CPU times in seconds (bottom)
required by Algorithms 1, SC1, and SEI to compute ETRR(#,,), n = 1

e=10"° = 1010
ty (h) Alg. 1 Alg. SC1 Alg. SE1 Alg. 1 Alg. SC1 Alg. SE1
5 69 (100) 72 135 80 (108) 82 158

400x 1073 4.00x 1073  8.00x 103 8.00x10™> 4.00x 10~>  8.00 x 1073
10 115 (156) 118 227 130 (167) 133 257

8.00x 1073  800x 1073 1.60x1072 800x 1073 120x 1072  2.00 x 102
100 806 (920) 818 1613 848 (947) 858 1699

560x 1072 560x 1072 1.12x 107" 6.00x 1072  6.00x 1072 1.20 x 107!
1000 7009 (7404) 7156 14253 7166 (7490) 7277 14511

492 x 107" 500x10"!  1.01 508 x 1071 5.04x 1071 1.02
10000 15912 (NC) 68432 49949 25001 (NC) 68808 77212

1.12 478 3.52 1.77 4.81 5.43
100000 15912 (NC) 674519 49949 25001 (NC) 675702 77212

1.13 4.66 x 10! 3.57 1.76 4.72 x 10! 5.50

(For Algorithm 1, next to the number of MVMs we give between parenthesis the value of the truncation
parameter Rp, with “NC” standing for “not computed”)
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Table 4 Queueing MRM: numbers of MVMs with matrix B (top) and CPU times in seconds (bottom)
required by Algorithms 2, SC2, and SE2 to compute EARR(#,,),n = 1

e=10"¢ e=10"10
t, () Alg.2 Alg. SC2 Alg. SE2 Alg. 2 Alg. SC2 Alg. SE2
5 64 (98, 99) 72 135 76 (106, 108) 83 158

4.00 x 1073 4.00 x 1073 120 x 1072 4.00 x 1073 4.00 x 1073 1.20 x 1072
10 108 (152, 155) 119 228 124 (163, 165) 133 257

8.00 x 1073 8.00 x 1073 1.60 x 1072 1.20 x 1072 8.00 x 1073 2.00 x 1072
100 780 (906, 915) 819 1614 827 (934, 942) 859 1700

5.60 x 1072 6.00 x 1072 1.12 x 10~ 6.00 x 1072 6.00 x 1072 1.20 x 107!
1000 6872 (7351,7379) 7157 14254 7072 (7437, 7465) 7278 14511

4.88 x 107! 5.00 x 107! 1.01 4.96 x 107! 5.04 x 1071 1.02
10000 15912 (NC,NC) 68432 49958 25001 (NC,NC) 68809 77221

1.12 473 3.55 1.76 477 5.48
100000 15912 (NC,NC) 674519 49950 25001 (NC,NC) 675702 77212

1.12 4.65 x 101 3.56 1.77 470 x 100 552

(For Algorithm 2, next to the number of MVMs we give between parenthesis the value of the truncation
parameters Ry and R3, with “NC” standing for “not computed”)

f, = 5h, 10h, ..., 10° h, are much smaller than (Fmin—+7"max) /2 = 100, Algorithms SE1 and
SE2 always required between two and three iterations and were therefore noticeably slower
than, respectively, Algorithms 1 and 2. Also given in the tables are the values taken by the
truncation parameters Rq, Ry, and R3. As we can see, for the RAID 5 storage system MRM,
the parameters were computed only for 7, = 5, 10h and their values are larger than the
numbers of MVMs with matrix B required by the alternatives, and for the queueing MRM,
the parameters were computed for #, = 5, 10, 100, 1000 h and their values are moderately
larger than the numbers of MVMs with matrix B required by Algorithms SC1 and SC2 and
smaller than the numbers of MVMs with matrix B required by Algorithms SE1 and SE2.
However, computing the truncation parameter R; defined by Eq. 8 essentially amounts to
obtaining R| + 1 — K additional Poisson probabilities and computing the truncation param-
eters Ry and R3 defined by, respectively, Eqs. 28 and 30, essentially amounts to obtaining
max{R», R3 + 1} — K> additional Poisson probabilities. Therefore, for medium-sized and
large MRMs, assuming, quite reasonably, that the run-time computational cost of perform-
ing one MVM with matrix B will be substantially higher than the run-time computational
cost of computing one Poisson probability, we expect the computation of those parameters
to have a very small impact on the run-time computational cost of the proposed algorithms.
That this is certainly the case for the two MRMs we are considering can be easily realized
by comparing the CPU times required by the proposed algorithms with those required by
Algorithms SC1 and SC2 in the cases in which the truncation parameters were computed.
Since the proposed algorithms and the alternatives all control the approximation error
relative to the computed estimate, we cannot expect Algorithms 1, SC1, and SEI to yield
the same approximation for ETRR(#) within the relative error tolerance nor can expect
Algorithms 2, SC2, and SE2 to yield the same approximation for EARR(#) within the rel-
ative error tolerance. Instead, what must happen is that the error of each estimate relative
to the estimate itself is nonlarger than e. To compare, in terms of relative accuracy, Algo-
rithm 1 with Algorithms SC1 and SE1, and Algorithm 2 with Algorithms SC2 and SE2,
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Fig. 5 RAID 5 storage system MRM: maximum over t, = 5h, 10h, ..., 10° h of the actual relative error in

Algorithms 1, SC1, and SEI, as a function of ¢

we computed the maximum over ¢, = 5h, 10h, ..., 10° h of the actual error relative to the
computed estimate for each algorithm and each ¢ = 104,105, ..., 10712, The results are
shown in Figs. 5, 6 for the RAID 5 storage system MRM and in Figs. 7, 8 for the queueing
MRM. As we can see, the control of the error in the proposed algorithms is very tight in the
sense that the actual relative error is always very close to (but smaller than) the tolerance €.
We also see that, in almost all cases, the proposed algorithms are less accurate than the

alternatives. )
Finally, we note that, for ¢ = 101, 10712, Algorithms SCI1 and SC2 were unable to

fulfill the accuracy requirement for the queueing MRM. We conjecture that this anomalous
behavior is due to the cumulative effect of round-off errors.

104k c—o Alg. 2 é
E--0 Alg. SC2 1
10 &-5 Alg. SE2 3
5 1076 -
e 107 -
2 E
e
S 10~ E
% 10710 :
g ]
10-1E T E
i §
107"k %3
. - ]
107 v s e el DT R T T
107° 1077 1079 10~1
€
Fig. 6 RAID 5 storage system MRM: maximum over #, = 5h, 10h, ..., 10° h of the actual relative error in

Algorithms 2, SC2, and SE2, as a function of ¢
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Fig. 7 Queueing MRM: maximum over t, = 5h, 10h, ..., 103 h of the actual relative error in Algorithms
1, SC1, and SEl, as a function of &

The fact that the alternatives are more accurate than the proposed algorithms comes at
the price of a higher run-time computational cost. Therefore, it would be fairer to compare
the proposed algorithms with the alternatives from the perspective of relative accuracy in
relation to run-time computational cost. To that end, in Figs. 9, 10, 11 and 12 we show
the work-precision curves of the six algorithms. In each of these curves, the abscissa of
the ith point, i = 1,2,...,9, starting from the left, corresponds to the maximum over
t, = 5h,10h, ..., 10° h of the actual relative error when the algorithm was executed with
a relative error tolerance ¢ = 10~G+) and the ordinate corresponds to the cumulative
CPU time required by the algorithm for z, = 5h, 10h, ..., 10° h. We can now see that,

prmrrrTT T T T R EAL L L L LR
c—o Alg. 2

B--8 Alg. SC2
& -A Alg. SE2

E

maximum relative error

10-12L PSS
Bl TR hm.uw L TTRT AT (TIT A TN TR TR R Ld
1074 107¢ 1078 10710 10712
€
Fig. 8 Queueing MRM: maximum over f, = 5h, 10h, ..., 10° h of the actual relative error in Algorithms

2, SC2, and SE2, as a function of &
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Fig. 9 RAID 5 storage system MRM: cumulative CPU time in seconds required to compute ETRR(7,),
t, = 5h, 10h, ..., 10° h, as a function of the maximum over t, of the actual relative error in Algorithms 1,
SC1, and SE1 (In each case, the left-most symbol corresponds to ¢ = 10_4)

in all cases, Algorithms 1 and 2 are much more efficient than Algorithms SC1 and SC2,
respectively, in the sense of requiring a much smaller CPU time to achieve the same relative
error, that Algorithm 1 is slightly more efficient than Algorithm SE1 for the RAID 5 storage
system MRM and quite more efficient for the queueing MRM, and that, compared with
Algorithm SE2, Algorithm 2 is slightly more efficient for the RAID 5 storage system MRM
and quite more so for the queueing MRM.
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Fig. 10 RAID 5 storage system MRM: cumulative CPU time in seconds required to compute EARR(z,),
t, = 5h,10h, ..., 10° h, as a function of the maximum over #, of the actual relative error in Algorithms 2,
SC2, and SE2 (In each case, the left-most symbol corresponds to & = 107%)
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Fig. 11 Queueing MRM: cumulative CPU time in seconds required to compute ETRR(#,), t, =
5h, 10h, ..., 105 h, as a function of the maximum over ¢ of the actual relative error in Algorithms 1, SC1,
and SE1 (In each case, the left-most symbol corresponds to £ = 10~%)
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Fig. 12 Queueing MRM: cumulative CPU time in seconds required to compute EARR(?#,), #, =
5h, 10h, ..., 105 h, as a function of the maximum over t,, of the actual relative error in Algorithms 2, SC2,
and SE2 (In each case, the left-most symbol corresponds to & = 10~%)

6 Conclusions

In this paper, by combining in a novel way the randomization method with the stationarity
detection technique proposed in Sericola (1999), we have developed two new algorithms
for the computation of the expected reward rates of finite, irreducible MRMs, with control
of the relative error. The first algorithm computes the expected transient reward rate and
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the second one computes the expected averaged reward rate. We have argued that the algo-
rithms are numerically stable and that, for medium-sized and large MRMs, we can expect
the run-time computational cost of the new algorithms to be lower than that of the variants
of the randomization method developed in Sufi¢ and Carrasco (2005), which allow to com-
pute the expected reward rates with control of the relative error, and lower than the run-time
computational cost of the approach that consists in using iteratively the algorithms devel-
oped in Sericola (1999), which allow to compute the expected reward rates with control
of the absolute error. The performance of the algorithms has been illustrated numerically,
showing that the algorithms can be not only faster but also substantially more efficient than
the alternatives in the sense of being able to achieve the same accuracy with a much lower
run-time computational cost.

Acknowledgments The author is indebted to Juan A. Carrasco for inspiring this investigation and to the
referees, whose comments and suggestions have helped greatly to improve the paper.

Appendix A: Proofs
We will make use of Lemmas 1 and 2 given next.

Lemmal Let0 < A < A I,m,n 0 <1 <m < n, and f(k), gk) > 0, with g(k)

uniformly upper bounded and strictly positive for some k, k > n. Then,

Y FROPR) _ 3 fR) P
Yiza g P T R, g () PG

Proof Using Lemma 1 in Sufié and Carrasco (2005) with w(k) = f(k),i =1, j = m,
AM =X A =21" and x = A/},

(A—> eI FRPR) =Y FR) P . 3)

A k=l k=l

Using again the lemma, now with w(k) = g(k),i = n, j = 00, A] = A, Ap = A/, and
x =i/,

o A\ , o0
> gP() < (—) e* ) " g(k) P(h). 44)

A
k=n

k=n
Combining Inegs. 43, 44, recalling that, by assumption, g(k) > O for some k, k > n, and
noting that, forn > m, (\//A)" ™ <1,
PARNEr D!
Yok £ () Pe(h) - Ykt f(R) Pe() (/\) ¢
YoiZn 8K Pr(h) (5)" eo iz 8 K) Pe(V)

_ <k’>""" S fR) P

A\ > o1 ) P
v fR)P(X)

T 8 P()
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Lemma 2 Assume A > 0,n>0,andr >n. Ifr > A —2,m > 1, andm’ > 1, then

e ¢}

n A m~ —1 [r+m—1 n
>(-7h)ew =(-(75) ) | & (-75) e

J=r J=r

m m'\ ~1 rm’
A " A '
+(r+2) A(1_<r+2> ) 2 P

Jj=r+l

Proof Using that, for j > r,

1 J! 1 (AR
P; A=t 2 p = At A
jrm+1(1) Grmamii® ]H]'[Hl Pj(3)
1 m
<amtl—— Pi(M),
J+H1\r+2
we can write
oo< n r+m—1
(- = X (1o ) pow+ 5> (1= oo
j=r J+1 Jj=r J j=r+m
r+m—1 n
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r+m—1
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Since r > A — 2, we can invoke Proposition 1 in Glynn (1987) with n replaced by r + 1 and
m replaced by m’ to bound Z?O:r 41 Pj (&) from above, obtaining

[e¢) 3 m =1 ram
> P < (1—<r+2) ) > Pk,
j=r+1 j=r+1
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Therefore,
> n R n
1— P <y riml P+ —— 1——— )P
Z( +> W) =X o+l R P Z j+1 i)
j=r Jj=r
n —1 /
A m " A m r+m
— 21— Pi(A),
+(r+2> A( <r+2> ) Z i ()
j=r+l1
and the result follows by solving for Z;ir(l —n/(j+ 1D)P;(A). (I

Proof of Proposition 1 That the truncation parameter R given by Eq. 9 is finite follows
from

1 +3 A
B (2 ) P A
A1 =iy Pi(AD)
and the fact that, as assumed, § > 0. With regard to Ineq. (10), it trivially holds in the case
ZI;-:O Pj(At) <0.9. In the case ZI;-:O Pj(At) > 0.9, we clearly have, by Eq. 8,

o< Zien PiAD = S PiAD. 1= 3T P(AD — (1= 3T Pi(ADT®
- Zj?ozkﬂ Pj(At) 1— Z i—o Pj (A1)

Besides, since the median of a Poisson distribution with parameter A¢ is nonsmaller than
— log2 (Choi 1994), we also have k > At — log2 > At — 2. Therefore, by Eq. 9,

we have Ry > k + 1 > At — 1, which implies Ry + 1 > At — 2, and can then bound

Z?O:R.H P;(At) from above by invoking Lemma 2 with r = Ry + 1,n = 0, A = At,

m = 1, and m’ = 1. The result is:

=0

oo

> oPian < (1 Ar ) Pron(An + L (- AL 71P (A1)
= R +3 R+l Ri+3 At R +3 Ri+2 '

Jj=Ri+1
45)

Using then Eq. 8, Ineq. 45, Pg,4+2(At) = (At/(R1 4 2)) Pg,+1(At), and Eq. 9,

1=y PiAn) — 1= 5 PiAnT® Y52, Pj(AD = X5, Pi(AD)
1= Y5 Pj(Ar) Y ikgr Pj(AD)

23R 1 Pi(AD)
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which proves Ineq. (10) in the case Z];:() Pj(At) > 0.9 and concludes the proof of
Proposition 1. O

Proof of Proposition 2 From Ineq. 13, and Eqs. 14, and 12, the definition of the truncation
parameter K is seen to be equivalent to

Z]j':O Uij(At)

&4 (mp + Mp)(e(1 = 68) —6)
=Y pan

K1=min{k20: My —myp <2

(46)
Then, since, by Ineq. 6, My > 0, k > 0, and, as assumed, § < 1 and ¢ > §/(1 —§), we have
(my + My)(e(1 —8) — §) > 0, k > 0, which combined with, by Eq. 2,

kli)rgo(Mk —my) = kll)rgo <max cfk) mm c(k)) =0, ()]

i

implies that K is finite.
It remains to prove the inequality

ETRR(f') — ETRR(?, K1))
ETRR(t', K1) -

To that end, we will start by bounding |ﬁ{(1 K1)| from below. Using Eq. 11, that, by
Ineq. 10, [1 — Z, Ly Pi(AN® > (1= 8)(1 — Zf;o Pj(At"), that, as assumed, § < 1,
and that, by Ineq. 6, MKl > 0, k > 0, we obtain

%, o b
e —— K K
‘ETRR(I’,KI)‘ = |rma ZUJP(At)-i-% I—ZP(AI)
Jj= Jj=
b
K, K
mg, + M
= rmax | D v Pj(AL) + LT KL > K=" pjar)
Jj=0 j=

K, K
> Fmax (Z v Pj(A) + %M’ﬂ(l —9) (1 -3 Pj(At/)))

j=0 j=0
> 0. (48)

Now, by Lemma 1 with/ = 0, m = Ky, f(k) = v, A = At,n = K1 + 1, g(k) = 1, and
A=At

Z} Lo vj Pi(AD) B Z, o Vj Pj(A1) - Z, o Vi Pi(AL) Z, Lo v Pi(AL)
1—Zj:0 Pi(A1)  Xieki1 PiAD T Xk 4 Py (Ar) 1—Zj:0 Pi(A)
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Then, using Egs. 1, 11 and Ineq. 3, all with k = K, using that, by Ineq. 10, 1 — Zﬁo Pj(At") —
[1— Y50 Pj(AI® < 8(1 — Y5 Pj(Ar")), and using Eq. 46 and Ineq. 49,
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Ky 0. Pi(A Ky
- ( ZF";’ A et M —5)) (1 —ZP,-(A:’))
j=0

1=375L Pi(An) 2

K1 vjPi(Ar <
( Z/:OI:J ]( ) 8+mK1 ;MK]8(1_5)> (1 _ZP/(AI/))
=0

1= 2K, PiAr)

IA

K, m +M K,
=Y viPj(Ar) e+ %s(l —8)(1 -3 Pj(m/)) . (50)

j=0 j=0
Finally, combining Inegs. 48, 50,
mg, + Mg,

ETRR(7, K1) TN P+ M ) (1 -y, Pj(At’))
= £.

This completes the proof of Proposition 2. O

Proof of Proposition 3 That the truncation parameter R, given by Eq. 28 is finite follows
from

1 +3 At
=it (V +2+ m) Pry1(AD)
lim -
re Yjkya Py(AD)
and the fact that, as assumed, § > 0. Similarly, that the truncation parameter R3 given by
Eq. 30 is finite follows from

1 3 A
i m%(’“—’”ﬁ) Pry1 (A1)
m
r—00 Zr_kJrl ]+1P (A1)

and the fact that § > 0.
In the case ZH] Pj(A1) < 0.9, Ineq. (31) is trivially true. In the case Zk+1 Pj(A1) >
0.9, we have, by Eq 217,

o= ot PIOAD = % Pi(AD. 1= YR Pian — 11 = S5 Pi(AnT®
N 2 oks2 Pi(AD) 1— Yk Pi(An)

Besides, we necessarily have k+1 > At—log 2 because the median of a Poisson distribution
with parameter At is nonsmaller than At — log?2 (Choi 1994). Therefore, by Eq. 28, we
alsohave Ry > k +2 > At —log2 + 1 > At, which implies R, + 1 > At¢ — 2, and can
then bound Z;.‘.;RZH Pj(At) from above by invoking Lemma 2 with r = R, + 1, n =0,
A= At,m =1, and m’ = 1. The result is:

=0

=0

oo

Z Pi(An) < (1 A\ Pro41(AD) + ——— At 1 () At _lP (A1)
SR = Ry +3 Ro+1 Ry +3 At Ry +3 ko2 '

Jj=Ro+1
(51
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Then, using Eq. 27, Ineq. 51, Pg,2(At) = (At/(R2 4+ 2)) Pry+1(At), and Eq. 28,

1— Z’“*‘ Pj(A1) —[1 — Z"“ Pj(AD)I®
1= Y54 Pj(Ar)
Z?O:Hz Pj(Ar) — Z i—kt2 Pj (A1)
Z.(/?ikﬂ Pj(AD)
_ 252 ryt1 Pi(AD)
ki Pi(AD)
- Z?O:Rerl P/ (At)
3
ZjikJrZ P; (AZ)
1= ALY Py (A + L= A ) pe (A
R+3 Ry+1 R2+3 At R+3 Ry+2
R
Zjik+2 Pj(Ar)
1 Ryt3 A
Ra3—A1 R;+2 <R2 +2+ 5 +3t At) PRry+1(At)

Z] —ig2 Pi(AD)

<3

’

showing Ineq. (31) in the case ZkH Pj(Ar) > 0.9.
It remains to prove Ineq. (32). Ifk +1<At,ork+1> Atand 1 — (09At/(k+ 1 —
A1) Pry1(At) < ZkH Pj(At) < 0.9, the inequality is trivially true. Otherwise, i.e., if

k+1> At,and 1 — (0.9A1/(k+ 1 — AD) Py (Ar) > Y55 or Y450 Pi(An) > 0.9, we
clearly have, by Egs. 22, 29,

j—k R
P j.?Pj(At) — Z/3k+1 o KPi(An)
> Py (AD
Pipi(Af) 4 A=t (1 ke Py (At)) [Z, 1 TP (At)]

Pei(An) + 200 (1= S48 Py

0<

Besides, since, by Eq. 30, Rz > k + 1 > At, implying R3 + 1 > At — 2, we can invoke
Lemma2 withr = R3+1,n =k + 1,2 = Afr,m = 1,and m’ = 1, obtaining

i (l_k+1>P(M) ( At )‘1<(1_k+1)P a0
J+1 = R3+3 Ry +2) !

Jj=R3+1
LA L A “p (A1) (52)
Ry +3 A1\ Ry+3) Fov? :

Then, using Eq. 22, 29, and Ineq. 52, Pgry42(At) = (At/(R3 + 2)) Pg,+1(At), and Eq. 30,
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Pt (An + AED (1S pyan) — [£32, B pan]
Pir1(Ar) + A=+l (1 ke Py (At))
> ks J+1P (A1) — j3k+l j+1P (A1)
Z} —k+1 ,+1PJ(A’)

00 j—k
= =R+l 5] Pj(Ar)

j—k
> ikt +1P](At)

Jj—
YR Ty S P/(A’)

R
> ikt ,+1P/(A’)

k+1
o0
Z] R3+l<1 +1

R j—k
S TR

A g Y e AL (A P (AD)
Ry +3 Ry+2) Bt Ri+3Ar\ Ry+3 ot?
<

<

) Pj(Ar)

R j—k
Zjik-‘rl + 1 P (A1)

! RT3 (Ry gt — b — 2 Pry41(AD)
Rs+3—AtR3+2\ Ry +3—Ar) o
f— R ' k
Zjik.ﬂ e —Pj(An)
<4,
which proves Ineq. (32) in the case k + 1 > Ar,and 1 — (0.9At/(k + 1 — At)) Pry1(At) >
Zk+1 or Zk+1 Pj(At) > 0.9 and concludes the proof of Proposition 3. O

Proof of Proposition 4 From Ineq. 35 and Eqs. 36, 12, the definition of the truncation point
K> is readily seen to be equivalent to

k
—ow;Pj(At)
Ky=mindk>0: My —my; <2 ZJ*O d £

Peri(An) + R0 (1= T45 Pi(An)

+(my + My) (e(1 — 8) — 8) } :

Then, since, by Ineq. 6, My > 0, k > 0, and, as assumed, § < 1 and ¢ > §/(1 —§), we have
(mg+Mp)(e(1—8)—8) > 0,k > 0, which combined with by, Eq. 47, limg_, oo (M —my) = 0,
implies that K> is finite.
To show the inequality
EARR(7) — EARR(7, K»)

EARR(7, K»)
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we will start by obtaining a suitable lower bound for Im(t’ , K2)|/rmax. We have, by

Ineq. 31,
1b

Ky+1 Ky+1
L= Y Piar) | = =8 [1= ) Pi(Ar)
; =

and, by Eq. 22 and Ineq. 32,
Ib

/= Pj(At’) > (1-35) J = Pj(At’)
j=K>+1 j=Kz+1
Then, using Eq. 34 and the fact that, as assumed, § < 1,
EARR(7, K») +1 Katl "
s A 2
—=| = Zw Pj(Af') 4+ wg, ——— |- Z Pj(At))
max
j=0
1b
mg, + Mg j
+—2—=2 5 2 Pj(At’)
j=Ky+1
b
K> Kr+1
Ky +1
— . . / P . /
- Zw]P](At)—i—wKz | ! Z Pj(Af")
j=0
1b
M
+m1<242- K> J P,-(At’)
j=Ky+1
K> K> Kr+1
> Zw]~10j(1\t’)+u;1<2 La—s (1= > Pj(Ar)
j=0 j=0
mg, + Mg — Jj— K>
+#(1 —9) | > = Pj(At')
j=K+1
£ f(, K2) (53)
> 0.

Now, we will derive an upper bound for [EARR(¢') — m(z‘/ , K2)|/rmax. To that end, we
note that, given k > 0 and j > k + 1, from Eq. 19 we obtain

k J
1
wi=—— (> v+ > wu
VR Vs I=k+1
k J
. my + My my + My
> D—k+1) =22 S B
J+1 701+((J+) (k+1)) 5 +lk+l(vz 2 )

k+1 my + My k+1myg + My 1 / myg + My
W - - - Z vy — —— . (54)
j+1 2 j+1 2 j+ll:k+l
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Then, using Eqgs. 18, 34, 54, 22, and Ineq. 3,
Ib

— k+1
|[EARR(') — EARR(?', k)| > k+
— =y wj Pj(Ar) — = Lok 1—21) (A1)
j=k+1
b
my + My J—
- Z Pj(Az’)
Jj= k+l
o0 o0
k+1 my + My
=y P A + = > Pj(Ar)
j=k—+1 j=k+1
o0
k+1 M
— %WP_,’(AI/)
j=kr1 +
/ mi + My
£ Y (32 (n- ) e
j= S I=k+1
k+1 1o 0 !
k+1 , my + My j—k /
— 1—21),—(1\:) - Z PSR
j=0 j=k+1
k+1 ad my + My ad
= | > PiAr) + — > Pi(Ar)
j=k—+2 j=k+1
k+1myg + My ad ,
VA Z Pj (A1)
j=k+2
j
M,
> (2 (n- ) ) pan
—k+l I=k+1
Kt 1b b
k+1 my + My j ,
—— i 1- ZP(At)— > ZJ+1Pj(At)
=0 Jj=k+1
k+1 k
k + ] my + My ,
= ZP(AZ) S 1—ZPj(At)
j=0
k+1
k + 1 my + My,
I 1—21) (A1)

00 Jj
1 my + My
e PO | P

j=k+1 I=k+1
o Ib Ib
k+1 my + My J
k| 1) PiAL) | == Z P(At)
Jj=0 Jj= k+1
k+1 o] .
k+1 my + My j—k ,
= |— 1— P; At P;(At
TN Z A | + = ];1”1]( )
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00 J
1 my + My ’
+ 2 j+1<2 (’”‘2)) Pi(Ar)
j=k+1 I=k+1
k+1 00 b
k l M
+ 2 P;(Al) _w § 7P(At)
2 . j+1
]:k+l

k+1 k+1 o
k+1
- et 1-E -1 E
j=0 j=0

Ib
my + My J J
+— Z P,(At ) — Z PJ (A1)
k—H Jj= k+l
00 J
1 my + My
j=kt1/ I=k+1
k41 k1 k+1 b
li I
S Wk I—ZPj(Af)— 1—ZPJ(At)
J= =
Ib
my + My J J
+——— Z P (A — Z P (A1)
k+1 Jj= k+1
00 J
1 M
B3 TR ) ROND)
+1 2 ’
j=kt1/ I=k+1
k41 k+1 k+1 b
/ I
= W 1—ZRj(A;)— I—ZPj(At)
j=0 =0
Ib
my + Mg
+—— Z —P(Ar)— Z —P(Ar)
k+1 J k+1
My — > k
kka Jilp (A .
jo
Now, replacing k by K> in the above inequality and using that, by Ineq. 31,
Ko+l Ko+l b Ko+l
1= Y PiA)y— [ 1= PiAr) | =8|1= > PiAr) |,
j=0 j=0 j=0
that, by Ineq. 32 and Eq. 22,
J— Kz , j— Kz / J
Pi(At) — Pi(At <34 P AY
' Z j+1 J( ) . Z j+1 J( ) - Z (A1),
j=Ky+1 Jj=Ky+1 =K+
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Ineq. (3) with k replaced by K>, that, from Ineq. 35, and Egs. 36, 22, and 12,

ZJ OwJP (A1)

MK2 —mg, < 2
Ykt T j+l 2Pj (A1)

e+ (mg + My) (e(1=6)—=96) ,

and that, as assumed, § < (1 — §), gives

/ EADD /. Kr+1 Kr+1 Ib
|[EARR(t') — EARR(?, K»)| K> +1

! /
— < =k 172“ Pj(Al) — 172 P;(Al)

M o0 : K o0 s K
el ID DI TOYOR D DS TOYD
jokar1 4 T okt

Z /= P(At)

Jj=Ky+1

Kr+1 o] .
Ky +1 , m](2+M](2 ]—K2 ,
S S WK 1= Pi(Al) s > — i)

j=0 Jj=K»+1

M’) ’
K Z ] Pj(At)

Jj=K>+1

Kr+1
Ky +1 mg, + Mg, Jj— Kz ,
== wi, 8 [1= ) Pj(AL) |[+—2—=28 Z Pj(AY)

j=0 2 j=Ka+1 +1

K
> Zow;Pi(AD) S j—-K
o] K ;

2 ikt ]]+12P(A’)J Kyt1 J+1

n 2Pj(Al)e

mg, + Mg, J— K> /
+f<s<1—s>—8>_z — P
j=Kx+1

Kr+1
Ky +1 ,
= kazs 1— Z Pj (A1)

K>
Zow;jPj(At)
OOZ/‘O ! Z /= P(At)s
Z/ Kr+1 /+l P (At) Jj=Ky+1
mg, + Mg, j—K»
+f(175).2 T Pj(Af)e
j=Kx+1 -

Ky+1

K2+1

—wKe(l=9) 1—ZP(At)
=0

K
YR w P A X ok
IZ : —K2 Z L ZPJ'(At/)S

j=kat1 a1 Pi(AD ;S Jtl

sz + MK'7
(1-9) Z
j=Kx+1

Pj(Az’) £ (55)
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Now, by Lemma 1 withl = 0, m = Kj, f(k) = wg, A = At,n = Ko + 1, gk) =
(k — K»)/(k+1),and ) = A?/,

K K
>iZo wj Pj(At) < 220w Pi(Ar)

= 5 : (56)
Lzt T J+1 SR (A1) ks j+1 G AN
Therefore, by Ineqgs. 55 and 56, recalling Ineq. 53,
— Kyr+1
I[EARR(t') — EARR(?, K»)| K2+ 1 ,
1-8(1= Y Pja
— <~ wKe(=9) Z j(AL)
j=0
Z’?j w<P'(At’)
== : 1= PJ(AI/)e
Z =Ky+1 j+1 P(At)_] =K+l
mg, + Mg, Jj— K> ,
L e GOl Z — P
j=Kr+1
Kr+1
K> +1
- j\/ wi,e(1=8) [ 1= Y Pj(ar) +Zw,P (Af) &
j=0 j=0
mg, + M1<2 Jj-
+7 ) P At
) Z 1 Fiane
j=Kr+1
=ef(t',K2). (57)
Combined with Eq. 53, Ineq. 57 gives
EARR(t") — EARR(7, K») _efU Ky _
EARR(t, K») T f(t,K)
This concludes the proof of Proposition 4. O
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