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Abstract

In this note, we study a geometric property of asymptotically Minkowski spacetimes
and an analytic property of the wave operator. More precisely, our first main results
show that asymptotically Minkowski spacetimes are geodesically complete under a
null non-trapping condition. Secondly, we prove that Sobolev index of a real principal
type estimate used in a previous work is optimal.
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1 Introduction
Let go be the Minkowski metric on R"*! and g !'be its dual metric:

g0 = —dx12 + dx% + ...+ dx,2l+] = (go,jk)l}jcil’
g =—07 05 +..+07,, =)L,

Xn+1

where we denote
x=(t,y) e RxR",

that is, 7 is the time variable and y is the space variable in the spacetime. We denote
1 . .
(x) = (1 + |x|*)2 and introduce the function space

St@®™h) == {a € CO®") | [3¥a(x)| < Calx) ), keR.
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Definition 1 A Lorentzian metric g on R"**! is called asymptotlcally Minkowski if
the inverse matrix g(x)~! (gfk(x))"Jrl | of g(x) satisfies gk — 80 esS_ (R"H)
forsome > O and forall j,k=1,...,n+ 1.

Remark 1.1 A Lorentzian metric g(x) = (g; k(x)) 1 is asymptotically Minkowski
ifand onlyif g jx —go, jx € S,M(R”‘H) forsome u > Oandforall j,k=1,...,n+1.
This definition seems more natural than Definition 1, where we impose a condition
on the inverse matrix g(x)_l. However, in studies of PDE, Definition 1 is more useful
since the principal symbol of the wave operator —[1, explicitly depends on the inverse
matrix g(x)~'.

The Feynman propagator, which is an inverse of —[], and satisfies a certain wave-
front condition, is a fundamental object in quantum field theory. In [5, 6, 9, 10] and
[20], the Feynman propagator is constructed on various spacetimes including asymp-
totically Minkowski spacetimes. In [19], it is proved that on asymptotically Minkowski
spacetimes, the (anti-)Feynman propagator constructed in [9] and [10] coincides with
the outgoing resolvent of the wave operator. Such an identity should hold since, for
the exact Minkowski spacetime, the Feynman propagator is defined by the outgoing
resolvent in the physics literature. See also the review article [11].

In this short note, we give supplementary results on the geometry and the property
of the wave operator on asymptotically Minkowski spacetimes: One is a result on
the completeness of asymptotically Minkowski spacetimes and the other is a result
on the optimality of the local smoothing estimate used in [19]. As is stated below,
the both results are closely related to essential self-adjointnness of the wave operator
—0, although they are results from different view points. These hopefully give a
clue to solve the conjecture by Derezifiski—Siemssen [7,§1.7], which states that wave
operators on various spacetimes are essentially self-adjoint.

1.1 First result

It is a classical question how the essential self-adjointness of pseudodifferential oper-
ators is related to the completeness of the associated Hamilton flow ( [17,Vol I1], [2]).
In the case of the Laplace operator P on a semi-Riemannian manifold M, this cor-
responds to a relation between the essential self-adjointness of P and the geodesic
completeness of M. It is well known that on a geodesically complete Riemannian
manifold, the Laplace operator is essentially self-adjoint on C2°. In [2] and references
therein, such a relation is studied for more general Schrodinger-type operators on
complete Riemmanian manifolds.

In [3], it is shown that the completeness of the Hamilton flow is equivalent to
the essential self-adjointness on generic closed Lorentzian surfaces. The authors in
[3] conjecture that the completeness of the Hamilton flow implies the essential self-
adjointness for non-elliptic operators on closed manifolds. In [19], this conjecture is
solved for general real principal type operators on the one-dimensional torus. As a
related result, in [13], the author gives an example of a Lorentzian manifold (M, g),
which is geodesically complete and globally hyperbolic, but the wave operator asso-
ciated with g is not essentially self-adjoint.
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Recently, it was shown in [20] and [16] that the wave operator on an asymptotically
Minkowski spacetime is essentially self-adjoint on C2° under a null non-trapping
condition. However, on this manifold, a relation to the geodesic completeness was
not revealed. In this note, we show that a null non-trapping condition implies the
completeness on this manifold, including timelike and spacelike completeness.

We introduce a non-trapping condition, which is a bit weaker than the condition
in [9, 10, 16] and [19] in the sense that the completeness of the null geodesics is not
assumed here.

Definition 2 [1,Definition 11.17] Let (M, g) be a Lorentzian manifold and Ty, T} €
[—o0, oo] with Ty < T7. We say that a maximally extended geodesic y : (Ty, T1) —
M is forward (resp. backward) non-trapping if for each ty € (—=To, T1), ¥ l(z,17) (resp.
¥ |(=To.101) fails to have compact closure. We way that y is non-trapping if y is both
forward and backward non-trapping. The Lorentzian manifold (M, g) is called null
non-trapping (or null disprisoning) if every non-constant maximally extended null
geodesic is non-trapping.

Theorem 1.2 Suppose (R"T!, g) is asymptotically Minkowski and null non-trapping
in the sense of Definition 2. Then (R"t!, g) is geodesically complete.

1.2 Second result
Next, we consider the exact Minkowski spacetime (R"*!, g¢) and the operator
P=03—A,.

Itis well known that P is essentially self-adjoint on C2° (R"*1). We denote the unique
self-adjoint extension of P by the same symbol. In [19,Proposition 3.2], it is proved

that the resolvent (P — i)~ is a continuous map from L?(R"*+1) to (x) Sty (R 1.
(P - L2R™Y) > (x)2TEHI R, £ >0, (1.1)

where the space H*(R"*!) is the usual Sobolev space. This mapping property plays
a crucial role for the proof of the limiting absorption principle in [19] on asymptoti-
cally Minkowski spacetimes. On the other hand, the radial estimate ( [4,Propositions
A.3, A4], [19,Theorem A.3], [20,(2), (3)]) and the propagation of singularities imply
that the resolvent (P — i)~! is a continuous map from : (x)_%_ng(R”H) to
<x>%+£H1(Rn+l)

(P =i ()2 L2RMY o ()2 H R, e > 0. (1.2)

Namely, (1.2) states that if f has an additional decay (compared with the case (1.1)),
then its image (P — i)~! f gains a better regularity. So a natural question is whether
the Sobolev index % in (1.1) is optimal or not. In this note, we give an affirmative
answer to this question.
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Theorem 1.3 For the Minkowski spacetime (R"*!, go), for all ¢ > 0, there exists
1
f e L2®R™Y) such that (P — i)™\ f ¢ HZ2* (R*1),

2
oc

Usual real principal type estimates are used for proving existence of a local solution
( [12,Theorem 26.1.7]). Estimates like (1.1) and (1.2) might be regarded as global
versions of the real principal type estimates. Theorem (1.3) states that a global analogue
of the usual real principal type estimates with Sobolev index 1 does not hold if we
impose f € L?(R"*!) only. We note that the Sobolev index % in (1.1) is the same
as in the local smoothing effects for time-dependent Schrédinger equations (see also
[19,81.2]).

Regularity estimates such as (1.1) and (1.2) are also related to essential self-
adjoiness of differential operators. Indeed, the argument in [16,before Proposition
3.1] implies that in order to prove essential self-adjointness of the wave operator, it
suffices to deduce that this operator has a kind of regularity. On the other hand, the
results in [18,proof of Theorem 5.1] show that essential self-adjointness of a differen-
tial operator may break due to the existence of its eigenfunction, which is not smooth
enough. Hence, it seems important to know the regularity of differential operators
quantitatively. Theorem 1.3 shows that it strongly depends on weight functions of
function spaces in non-compact spaces.

1.3 Organization and notation

This paper is organized as follows: In Sect. 2, the proof of the geodesic completeness is
given. In Sect. 3, we show the optimality of the mapping property (1.1). Moreover, in
Appendix, we give a short proof of (1.1) and (1.2) on the exact Minkowski spacetime.

We fix some notations. We use the Sobolev spaces: HKR™Y = (D)% L2(R"*1])
for k € R. We write the variable on T*R"*! by (x,&) withx = (r,y) € R x R"
and &€ = (r,n7) € R x R". We denote the Fourier transform on R” by F f(y) =
Q)" 2 me e~ £ (y)dy. For a Banach space X, we denote the norm of X by || - || x.
If X is a Hilbert space, we write the inner product of X by (-, -)x, where (-, -)x is
linear with respect to the right variable. For a Lorentzian manifold (M, g), we say that
v € TpM is anull vector if g, (v, v) = 0.

2 Geodesic completeness of asymptotically Minkowski spacetimes
2.1 Completeness of trapped geodesics
In this subsection, we discuss the completeness of non-null trapped geodesics. The

following lemma is possibly well known; however, the author could not find a suitable
reference. Hence, we give a proof here.

Lemma 2.1 Suppose that a Lorentzian manifold (M, g) is null non-trapping and sat-
isfies the second axiom of countability. Let y : (a,b) — M be a maximally extended
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forward (resp. backward) trapped geodesic, satisfying

g/ (). y' (1) #0 forall t€(a,b),

that is, y is not null. Then, y is forward complete (resp. backward complete) in the
sense that b = oo (resp. a = —o0).

Proof We consider the forward case only. Since M satisfies the second axiom of
countability, there exists a complete Riemannian metric on M (see [15]). We fix a
complete Riemannian metric 2 on M. Let

SM ={(x,v) e TM | h(v,v) = 1}

t be the sphere bundle associated with 4. Since y is trapped, there exists b € R such
that y ([0, b)) C K for a compact set K C M.
Set

1
v(t) = —]y/(t) €S,nM.
h(y'(1), y'(1))2

Let ¢; be the geodesic flow on TM and 7w : TM — M be the natural projection. Since
(y(@),v() e SM|g = SMNz~YK)and SM |k is compact, there exist a sequence
{t;}; and (g, v) € SM|g such that ; — b and (y (), v(¢})) — (g,v) € SM as
i — o00. We shall show that v is not null. We suppose v is a null vector. Then,
the null non-trapping condition implies the existence of T > 0 such that ¢, (g, v)
exists for 0 < ¢ < T and ¢r(q,v) ¢ SM|k. By the continuous dependence of
initial data of ODE, we have o7 (y (t;), v(¢;)) — ¢7(q,v) asi — oo. In particular,
o7 (Y (ti), v(t;)) ¢ SM|g. This contradicts

or (Y (), v(t)) = w%(y(n), Y (1) € SM|k.

hy' @)y )2
Thus, it follows that v is a not null vector.

Suppose y is not forward complete. Then, we have b < oo and

. _ e 8 @), v ()
0# ¢, v) = lim g((x), v(#)) = Hm ROy ()

Notice that g(y'(;), y’(t;)) is nonzero constant. Thus, we have

g (1), v' (%)) =

lim h(y'@). y () =
i—00 g(v’ U)

Since y ([0, b)) C K and the Riemannian metric / is complete, it contradicts b < 0o
and [8,Proposition 2.1]. O
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2.2 Completeness of non-trapping orbits

In the rest of this section, we assume g is an asymptotically Minkowski met-
ric on R"t!1. We set p(x, &) = %Z?,k:l gV (x)g&; for (x,&) € T*R"™!. Let
(y(t, x, &), n(t, x, &)) denote the solution to the Hamilton equations:

Ly, x, &) = dep(y(t,x, &), n(t, x, ), y(0, x,8) =x,

i @.1)
En(tv-x9$) = - xp(y(tv'xvé)a n(t,x:é)), U(va»g) = é

It is well known that t — y(¢, x, &) is a geodesic on the Lorentzian manifold (M, g)
with the initial value x and the initial velocity g(x)~'£. Moreover, we denote the
Hamiltonian vector field H), of the function p € C (T*R"t1; R) by

n+l1

Hy = (3 pds; — 05, ;)
j=1

The following lemma follows from a direct calculation. See [16,Lemma A.1] for a
proof.

Lemma 2.2 There exist M > 0 and Ry > 1 such that
Hy(1x1%) = Mg
forany (x,§) € {(y.n) € T*R" [|y| > Ro, |n| # 0}.
We also mention a result on an extension of solutions to the Hamilton equation.

Lemma2.3 Let (x, £) € T*R"!. Suppose that the solution (y(t, x, £), n(t, x, £)) to
(2.1) exists for a time interval (Ty, T1) and that there exists C > 0 such that

|n(t1xsg)| SC fOV te(TOv Tl)

Then, the solution (y(t, x, &), n(t, x, &)) can be extended to a time interval beyond
(To, T1).

Proof We note |9¢ p(x, §)| < C’|§| with a constant C’ > 0. By the assumption and the
Hamilton equation, we have |y(z, x, £)| < |x| + CC’|t|. Thus, (y(¢, x, &), n(t, x, §))
stays in a fixed compact set for t € (7y, 71). The standard theory of ODE gives our
conclusion. O

Now we show that non-trapping orbits are complete on the asymptotically

Minkowski spacetimes. The following proposition is proved by a slight modification
of the proof in [16], which follows the strategy in [14].
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Proposition 2.4 Fix (xo, &) € T*R" with & # 0 and suppose that (xg, &) is for-
ward (resp. backward) non-trapping in the sense that there exists T € (0, oo] (resp.
[—00.0)) such that

lim |y(z, x0, &0)| = o0 (resll hm Iy(f X0, &0)| = 00)
t—>T,t<T

Then, there exist C, Cy > 0 such that
Ci < In(t,xp,&0)| <Cy for 0<t<T (resp.—T <t <0).

Moreover, it follows that |T| = oo and that the orbit (y(t, xo, &), n(t, xo0, §0)) is
forward (resp. backward) complete.

Proof We consider the forward case only. We write y(t) = y(z, xo, &) and n(t) =
n(t, xo, &). Let Ry be as in Lemma 2.2, and we let Ry > R which is determined
later. We first note that by the forward non-trapping condition and Lemma 2.2, there
exits 0 <ty < T such thatforfy <t < T, we have

d
ly(0)] > Ry, Ew(mz > 0. (22)

Indeed, it is easy to see that there are 0 < sg < f9 < T such that | y(t)l2 > 0 for

t > 50, and A y(t)| li=, > 0. Thenforalltg <t < T, the condltlon (2.2) is satisfied.
Take a constant Co > 0 such that

10, p(x, £)] < Colx| T 7H|g|* for |x| > 1.

We write no = [n(#p)| and T} := sup{s € [7, T) | %170 < |n(#)|}. By Lemma 2.2 and
(2.2), we have

M 2
Iy®I* = R + %(r — 1) for 1<t <Tj.
Since R; > 1, the Hamilton equation gives |'(t)] < Coly(t)|~'=#|n(t)|* for

to <t < T} and hence

I+u
2

1 Mn? 5\
|—|7’l(t)| | < Co R1+—(t—t) for 1o <t <T.
Thus, for fp <t < T7, we obtain
2 _Hz—//, \/_
- - ' Mn 2/2CoC
|’701_|’7(f)| 1|SC()f R%—i— (s — 19)? ds < =2 lﬂnol
0 8 RI'M?
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)

where C,, = fooo(l + sz)’les. Taking R; large enough, we have %770 < |n(®)|
< %770 for tp < t < T;. By the definition of 77, we obtain 71 = T. Moreover, by

Lemma 2.3 and the inequality %770 <|n@)| < %Uo fortg <t < T = Ty, we conclude
T = 0.
O

2.3 Proof of the first main result

Now we prove our first main result.

Proof (Proof of Theorem 1.2) Let y : (a,b) — R"t! bea geodesic on an asymptot-
ically Minkowski spacetime (R"*!, g) satisfying the null non-trapping condition in
the sense of Definition 2. When the geodesic y satisfies the non-trapping condition,
then the convexity near infinity ( [19]) implies that |y (t)| — coast — aandt — b.
Hence, the geodesic y is complete due to Proposition 2.4. Thus, we only consider the
case when the geodesic y is trapped.

Suppose that the geodesic y is trapped. Then, it is not null by the null non-trapping
condition. Now completeness of the geodesic y follows from Lemma 2.1. O

3 Optimality of the local smoothing estimate

In this section, we assume that g = g is the Minkowski metric on R*t! = R, x RY.

3.1 An explicit formula for the resolvent (P — i)~

We recall P = Btz — Ay on R"*!, First, we calculate an explicit formula for the
resolvent (P — i)~ !. A similar formula also appears in the proof of [4,Theorem C.1].
To do this, at first, we shall calculate the imaginary part of the symbol of \/—A, —i.
Set

A= m = A1 —iAy Ay, Aj : self-adjoint
with Ay > 0. First, we compute the symbols of Aj, Aj.
Lemma3.1 Forn € R", seta = \/|77|2——l = re'? with Im a < 0. Then we have
1
22 (I T+ )2

In particular, C™V(n) < |a] < C(n) and C~'(n)™' < |Ima| < C{n)~" with a
constant C > Q.

4 1
r=(n*+ D%, Ima=-—

Proof Since a> = |n|*> — i, we have r2> = |a|*> = |d?| = |In/* —i| = (In|* +
1 1

1)2, which implies r = (|17|4 + 1)%. Moreover, it follows that 72 cos 20 + ir? sin 20

=r2e?® = |y|* —i and
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Il -
c0s20 = ———, sin20 = ——,
(In|* +1)2

(nl* + 1)2
1

sin ) = : ; .
2(In1* + D2((n* + D2 4+ nl?)

This calculation with Im a < 0 implies

1

Ima=rsinf = —— - .
22((In1* + D2 + 0?2

O
We write
ay=Rea, a=-Ima, A;=a(D,), Ay =ay(Dy).
Since C~1(n)~! < |Im a| < C(n)~", we have
C M ull gy < 1A ull L2y < Cluell ey G

for all k € R with a constant C > 0.
Now we calculate an expression for the resolvent (P — i )~ 1.

Proposition 3.2 For f € L>(R"*1), we have

(=i fia,y) =547 / eI (s, y)ds — 2 A7 / S £ (s, yyds
—00 +00

i .
=—A"! / e =S4 £(s. y)ds. (3.2)
2 —
Proof Set Rf(t,y) = 5A~![% e~=sIA f(s, y)ds. Since P is essentially self-
adjoint on C2°(R"*1), it suffices to prove that (P — i)Rf = f for f € CX(R"H})
and that R is a bounded operator on LZ(R"*1). In fact, the essential self-adjointness
of Plc(?o(RrH»l) ensures that the domain D(P) of P is written as D(P) = {u €
L>(R"1) | Pu e L>(R"*1)}. Then, the relation (P —i)Rf = f for f € C°(R"+1)
and the boundedness of R on L2(R"*!) show Rf € D(P) for f € C®R"*!).
Using the relation (P — i)~Y(P —i)u = u for u € D(P) with u = Rf, we have
R|coomntty = (P — iH~! lcoo(re+1)- Hence, a density argument gives R = (P — i)~
on L2(R"*1.

Theidentity (P—i)Rf = f follows from a direct calculation. Hence, we shall prove
that R is bounded on LZ(R”“). Set a(n) = —Im a. Using the Fourier transform in
the y-variable and a scaling, we have
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Lo 0 [ —li=sla
”Rf”LZ(R?-;—]) :llf)’ﬁanllLZ(R;l}'l) = E”a /]‘Qe 2|f:\7—>7]f(s, T})ldS”L2(R;,_;|)

B el P T FE sl 2 gt
—272 R I ey L2RG)
<L lay 2 Fyn £l

=5 LI(R) ldy y—n az,n LZ(R;"#)

ey -1 _—1 3

=5l L1,y llay o™ o £ D gty < CUF 2y

Here we use the Young inequality in the third line and set

le™ "Iz 1 gy RN
C=————sup |aa(n) "aln) |,
2 neR”
which is finite by virtue of Lemma 3.1. This completes the proof. O

3.2 Proof of the second result

In this subsection, we shall prove Theorem 1.3. To do this, it suffices to find f €
L2(R™*1) such that

1
(Dy)2u ¢ L7, (R"H1),

where we set u := (P —i)~! f and we write € R” as the dual variable of y.
Let x € CX((3.D:[0.1]) and ¥ € CX(R";[0,1]) satisfying [xIl,2
= 1Y llp2®n) =1 and
x(@)=1 on

sr=1l ym=1on - <y =L

N =
N =

We denote the Fourier transform from the variable n to the variable y by f,;i y and
set

n+l

glt,m =" 7 x (ﬁ) 1 e PR, [, y) = Fpl g, ),
u:=(P—-i7'f.
In order to prove Theorem 1.3, it suffices to show
eO)Dy) 2 eu ¢ L2((0, i» x RY), (3.3)
where ¢ € C2° (R;) is determined as follows: Let M > 0 be a constant satisfy-
ing [0,a1(n)| < M for all n € R". Take ¢, ¢; € CZ(R"; [0, 1]) such that ¢ (y)

= ¢1(—y) and
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M M
) =1 on |y[=M, ¢i(y)=1 on |y =~ suppei C{lyl =}
As is seen below, e~//41y has no oscillation terms and is easy to handle. In order
to remove the oscillation factor ¢/’41, we will use Egorov’s theorem and an elliptic
estimate from microlocal analysis. Precisely, we shall prove

: 1
Q1D e M ¢ L0, )i x R)), (3.4)

1 _itA 1
2T Ml 20, 1), gy = CIOADY) 2wl 2,1, gy F Cllutll 2oy

(3.5)

o1 (D

which ensure (3.3). Thus, it remains to prove (3.4) and (3.5).

Proof of (3.4)

First, we deal with (3.4). Sincet —s < 0 fort < }‘ and s € supp X(m)’ it follows
from (3.2) that for # < 1, we have

fy—m((Dy)%JrsefilAlu)(f’ n)

i (T s, S
=—(n)"2a(n) / e 20y (—)ds
2 ' (m

+00

— i(n)‘%“a(n)_l/ el sl y (0)ds =: b, (1, 7).
2 m~'

Thus, we have ¢1(y)({Dy)2 e “Au)(t, y) = 91(»)(F; L ,br)(y). By Lemma 3.1,
b, satisfies

n

02b, ()] < Ca(n)™2, CTHm)™2 < |bi(p)| < Cln) ™2 (3.6)

uniformly in ¢ € (0, J—‘).

Lemma3.3 Let by € C®R") satisfying (3.6) uniformly in t. Then we have

@1 F, L by ¢ L*(RY) for eacht.
Proof By the second inequality in (3.6), we have b, ¢ L* R”) This implies .7-"" _l)yb, ¢
LZ(R”) by the Plancherel theorem. Thus, it suffices to prove (1 — ¢1)F, _)y €
LZ(R”) By integrating by parts and by using the first inequality in (3.6), it turns out
that ]—",7_ —ybi(y) is rapidly decreasing and smooth away from y = 0. Since ¢1(y) =1
b € L*(R}). O

near y = 0, then we obtain (1 — ¢1)F, n—>v

Now we suppose (pl(y)(Dy)%“e_"’Alu e L2((0, %)z X Rg’,). Then, we have
91(y)(D,) 2 e ATy € L2(RY)
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for almost all ¢ € (0, 4—1‘). This contradicts the lemma above. We complete the proof of
(3.4).

Proof of (3.5)

Next, we prove (3.5). We briefly recall the notion of pseudodifferential operators. For
a precise treatment, see [12,§18]. For k € R and a € C®(R?"), we call a € S¥ if

0%0Fay. n)| < Cap(n)* 1P,

We define the Weyl quantization of a function a by

Op(@)u(y) =

=y YT
i o @0 0T oy

We note that if @ is real-valued, then Op(a) is formally self-adjoint and if a € S°,
then Op(a) is bounded in LZ(R”). Moreover, if the function a depends only on the
variable y € R”, then its quantization Op(a) is a multiplication operator a(y). We
define {a, b} := H,b := 0,a - 9yb — dya - 3,b. Fora € Sk and b € §%2, we have

Op(a)Op(b) — Op(ab) € Opsk1+h2=1 [Op(a), iOp(h)] — Op({a, b}) € OpskiThke=2
(3.7)

We need the following lemmas.

Lemma 3.4 [Egorov’s theorem] Set a;(y, n) 1= @(y — tdya1(n)). Then
e Mgy + Ry = Oplay),

where R, € B(H™'(R"), L2(R")) is an operator locally uniformly bounded in t.

Proof Using (¢/"410p(a;)e™""41)/|;—0 = ¢(y), we have Op(a,) = e /"Algp(y)ei!4
+ R;, where

t

) d .

R = f e~ HImA (5-0p(ay) + [A1, iOp(as))e 4145
0 S

t
— [ e—l(t—s)AlLSel(t—s)Alds
0

and Ly = %Op(ax) + [A1, iOp(ay)]. The formula (3.7) implies that Ly € OpS~!
is locally uniformly bounded in 7. Since e~*41 preserves H*(R"), it follows that
R, € B(H 'R, L2(RM)) is locally uniformly bounded in 7. O

Lemma 3.5 [Elliptic parametrix] For 0 <t < l, we have

(supp 1) x R" C {(y,m) € R | o(y — tdpa1 () = 1}, (3-8)

@ Springer



Remarks on the geodesically completeness... Page 130f 16 22

that is, ¢(y — tdyai(n)) is elliptic on supp @1 x R" in the phase space. Moreover,
there exist ¢; € S° and r, € S~, which are locally uniformly bounded in t such that

@1 = Op(c;)Op(ar) + Op(ry) (3.9)

where we recall a,(y, n) := @(y — tdya1(n)) and the notation ¢ in the left-hand side
of (3.9) is a multiplication operator.

Proof For(0) <t < 4_1‘ and |y| < %, we have

M 1
ly = tdga(ml = Iyl + llldga(m] = 7=+ 7 - M < M.

which implies (3.8). We note that the smooth function ¢;(y, n) = ¢1(y)/a:(y.n) is
well-defined by the support condition (3.8). Since ¢, € S is locally uniformly bounded
in ¢, ¢; is also locally uniformly bounded in ¢. The composition formula (3.7) gives
(3.9) with a symbol r, € S~! locally uniformly bounded in ¢. O

Now we prove (3.5). Set

Ci:= sup max([|Op(co)llp2@m)—12®Rn), ||Rt||H,%,5
re(0,h)

[T

®RM—L2(R")’
b oo 2@
By Lemma 3.5 and the unitarity of e~//4!, we have

o1 {Dy) T+ e A oy

< [0p(e)Op(@)(Dy) 3™ Aull 2 gy + OPG)Dy) T+oe ™ 1] 2

I —itAy
< Ci1lOp(a;)(Dy)2""e "‘”LZ(R;',) + Cillull 2w (3.10)
uniformly in z € (0, J—t). Moreover, Lemma 3.5 and the unitarity of ¢ ~//41 imply

1 _itA
10p(an)(Dy) 2 e Mull L2 g
< lle”" 1 ge" l(Dy)z-i_sf/’ . 1M||L2(R;)+||R1(Dy>2+£e ! 1“||L2(R;)

1
< ||(p(Dy)2+£u||L2(R;) +C ||14||L2(Rg), (3.11)

where we use the identity /41 (D) dteo—itAr — (Dy) 3+ 4t the last line. By inequal-
ities (3.10) and (3.11), we have

1 —i 1
lo1(Dy) 2™ M ul| 2 gy < CrllotDy) 2 eull 2 ggy) + (Cr 4 CDlull 2y
uniformly in (0, }T). Integrating this inequality in ¢ € (0, }T), we obtain (3.5).
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A short proof of smoothing effects on the Minkowski spacetimes

In this appendix, we give a short proof of (1.1) and (1.2) using the explicit formula
(3.2).

LemmaA.1 Set
16 = [ MG yas.
R
Then, for ¢ > 0 we have
_1_ 1 _1_
()2 81||L2(Rn+l) < Cl{Dy)2 fll p2wntry,  NI{8) 2 61||L2(Rn+l)
1
< CIO2 fll 2gns)

Proof The second inequality immediately follows from Holder’s inequality. Thus, we
shall show the first inequality. We write f(t,n) = Fy,f(t,n) and a; := —Ima

= —Im /|n|? — i, where F. y—n denotes the Fourier transform from the variable y to
the variable 7. Fourier transforming in y — 7 and using Young’s inequality, we have

(e, )| < | /H; e~ 7992 £s p)lds| < lle™ 2 g 1 (e )l 2w,
L,
< Cllay > f(s. Ml 2 m,)-

. . . 1 A 1 A
This caleulation  gives [[(1)" 271, mll,2 = IO 2 20 @ m e

1,
<Clla, 2 f(t, n)||le. Plancherel’s theorem and (3.1) imply

_1_ -1 1
[I{e)2 gllle(Rytl) =< Clla, ZfIILz(RﬁI) =< C”(Dy)zf”Lz(thltl)-
]

Now we shall prove (1.1) or a stronger bound: || (t)’%’g (Dx)% (P—i)"1f Il L2 @n+1y
< C|lf I z2@gn+1)- To do this, it suffices to prove

1 1 o
1) 275Dy 2 (P = )™ fllpaosty < ClLf 2 gns)- (4.1)

where we recall x = (¢, y) € R x R”. In fact, we take ¢ (D) = ¥ (P/(—Ax + 1)),
where ¥ € C°(R; [0, 1]) satisfies ¥ (s) = 1 on [s]| < % and supp ¥ C {|s| < %}.
Moreover, we set x (Dy) = (p(Dx)(Dx)%(Dy)’%. Since P is elliptic on the essen-
tial support of 1 — ¢(Dy), we have |[(1 — (p(Dx))(Dx)%(P — i)’lflle(RnH)
< C| fll2wn+1y. Moreover, since c Y&l < In| < c|£]| on the essential support of
¢(Dy) with a constant ¢ > 1, it turns out that x (D, ) is bounded in L?(R"+1). Hence,
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1 1 1 1
(™27 @(D)(Dx) 2 (P = )™ fll 2@y =140 "2 x (D)D) 2 (P = )7 fll 2@y
SC“X(Dx)f”LZ(RnH) = C||f||L2(Rn+l)a

due to (4.1). Combining these inequalities with (4.2), we obtain (1.1). Now we turn to
the proof of (4.1). Lemma A.1 with the formula (3.2) immediately implies

_1_ — _ 1 _1
1) 275 (P — ) Fllp@nety < CIATH (DY fll 2ty < CIDyY) 2 fll 2
4.2)

which shows (4.1).
1 1
Finally, we prove (1.2) or a stronger bound: |[(f)"27¢(D)(P — i)' ()" 27¢
Sl2@e+1y < CIfllL2@e+1)- Lemma A.1 with the formula (3.2) implies

1 1
) "2~ (DYP = DO T2 fllpaosty < ClLf 2 ns)s

where we recall x = (¢,y) € R x R". Let ¢ be as in the proof of (4.1) and
set x1(Dy) = cp(Dx)(Dx)(Dy)’l. We repeat an argument similar to the proof
of (4.1): Since P is elliptic on the essential support of 1 — ¢(D,), we have
(1 = @(DD)(P — )7 fllz@ety < ClIflz2gn+1). Moreover, since ¢! |£]
< In| < c|&]| on the essential support of ¢(D,) with a constant ¢ > 1, it turns out
that x (D, ) is bounded in L2(R"t1). Since x1(Dy) is a pseudodifferential operator of

order 0, then [(t)"27%, x1(Dy)] is a pseudodifferential operator of order —1. Hence,
[(t)’%’g, x1(D)1(Dy) is bounded on L?(R"*1). Thus, we have

1) 22 @(DDL) (P = D)™ (1) fll e

= 46) "2 (DODP = D)) T f gy

< L2 1 (DOUD oy 12 1P = i)™ Fll 2y
+ CID TP =TT fll gy

< Cllfllp2wn+1ys

This completes the proof of (1.2). See also the proof of [4,Theorem C.1].
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