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Abstract Accurate thematic classification is one of the most commonly desired out-
puts from remote sensing images. Recent research efforts to improve the reliability
and accuracy of image classification have led to the introduction of the Support Vec-
tor Classification (SVC) scheme. SVC is a new generation of supervised learning
method based on the principle of statistical learning theory, which is designed to de-
crease uncertainty in the model structure and the fitness of data. We have presented
a comparative analysis of SVC with the Maximum Likelihood Classification (MLC)
method, which is the most popular conventional supervised classification technique.
SVC is an optimization technique in which the classification accuracy heavily re-
lies on identifying the optimal parameters. Using a case study, we verify a method
to obtain these optimal parameters such that SVC can be applied efficiently. We use
multispectral and hyperspectral images to develop thematic classes of known litho-
logic units in order to compare the classification accuracy of both the methods. We
have varied the training to testing data proportions to assess the relative robustness
and the optimal training sample requirement of both the methods to achieve compa-
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rable levels of accuracy. The results of our study illustrated that SVC improved the
classification accuracy, was robust and did not suffer from dimensionality issues such
as the Hughes Effect.

Keywords Remote sensing - Support vector machines - Maximum likelihood -
Multispectral - Hyperspectral classification

1 Introduction

Remote sensing images provide a wealth of data that need to be processed in or-
der to extract information of interest. Image classification is a component of im-
age processing that extracts thematic information by learning the relation between
the spectral signatures and the various classes or themes that are of interest to the
user. Earlier, image classification techniques relied on the visual interpretation of
the user that often led to systematic errors because of excessive reliance on the
skill and experience of the interpreter (Schowengerdt 1983; Ikeda and Dobson 1995;
Lillesand et al. 2004). Digital Image Classification helped to provide greater objec-
tivity to the image classification process. However, it suffered from various other
limitations that have failed to provide the adequate level of accuracy in classification
of the images. Therefore, improving the accuracy in classification has been a crucial
component in contemporary research.

Digital classification of images has been performed using either the ‘unsuper-
vised’ or the ‘supervised classification’” methods. Both methods use an automated
quantitative decision making mechanism (Schowengerdt 1983). The numerical basis
for classification of remote sensing image is that the spectral signature of each pixel
corresponds uniquely to a particular theme covered by the image. In ‘unsupervised
classification’, images are classified automatically into different spectral classes or
themes based on the differentiability of the spectral signatures of each pixel. The
weakness of this method, however, is that themes of high interest to the user may
have subtle spectral difference; hence, the themes identified automatically would not
be of high interest to the user in most cases (Hord 1982).

In order to overcome this weakness, ‘supervised classification’ utilizes represen-
tative pixels of a known theme for a section of the data (training data) to compile an
interpretation key that statistically characterizes the spectral signature for each theme
of interest to the user (Lillesand et al. 2004). Subsequently, this key is compared
with the spectral information of each unknown pixel (testing data) and classified to
the theme to which it resembles closely. As opposed to the unsupervised classifica-
tion where the themes are chosen purely based on contrasts in spectral characteris-
tics, this method relies on the knowledge and experience of the user in choosing the
training data so that the classification can be accomplished efficiently and accurately.
Despite the user intervention, classification errors may be introduced due to the lim-
itation in the ability of the particular algorithm chosen to learn from a training data
and classifying the testing data (limitation of the method), and failure in choosing a
representative training data for the entire span of themes (limitation of choice).

Errors introduced due to the limitation of choice depend totally on the experi-
ence and knowledge of the user. However, errors introduced due to the limitation
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of the method can be reduced significantly with the right choice of an algorithm
or scheme. There are several conventional supervised classification schemes avail-
able (Murai 1996), out of which the most generally accepted classification method
is the Maximum Likelihood Classifier (MLC). Despite its popularity, MLC suffers
from several limitations that have been discussed by Murai (1996) and are outlined
later. A relatively new scheme called the Support Vector Classification (SVC) has
recently been introduced for supervised image classification (Huang et al. 2002; Zhu
and Blumberg 2002). SVC has been found to achieve a higher level of accuracy than
contemporary conventional methods of classification (Melgani and Bruzzone 2004;
Foody and Mathur 2004; Pal and Mather 2005). In this study we provide an objective
analysis of the effectiveness and accuracy obtained from SVC while comparing the
relative ability of SVC and MLC to accurately classify an image. We provide a brief
description of both SVC and MLC in the following section and specify the objectives
of this research.

2 Description of Methods and Objectives
2.1 Maximum Likelihood Classification

MLC is based on the probability that every pixel in an image belongs to a particular
class and that the probabilities are equal for all classes. A variation to this assumption
is known as the Bayesian Decision Rule (BDR), where the probabilities of different
classes need to be specified. However, it has been suggested not to use BDR unless
a priori knowledge of the probabilities of different classes is available (Hord 1982;
Schrader and Pouncey 1997). We have assumed the probabilities for each class to be
equal for our analyses.
The equation for the MLC/ BDR is

D =1In(a;) — [0.5In(|Covc|)] = [0.5(X — M) (Cov, ) (X — Me)], (D)

where D is the weighted distance (likelihood), ¢ represents a particular class of in-
terest, X is the vector of spectral signature for the candidate pixel from the testing
data, M¢ is the mean vector of the sample of class ¢ from the training data, a. is the
percent probability that any candidate pixel is a member of class ¢ (assumed to be 1
or equal probability in this analysis), Cov, is the covariance matrix of the pixels in
the sample of class ¢ from the training data, |Cov,.| is the determinant of Cov,, Covc_1
is the inverse of Cov,, In is the natural logarithm function, and T is the transposition
function (Schrader and Pouncey 1997). The candidate pixel is assigned to the class ¢
which has the most likelihood (D) or the least weighted distance.

The strength of MLC is that it takes into account the variability within each class
using the covariance matrix to classify the candidate pixel. However, Murai (1996)
discussed several disadvantages of the method. He found that the method relies heav-
ily on the assumption that the data in each input band is normally distributed, and
there has to be sufficient training pixels sampled to allow representative estimation of
the mean vector and the variance—covariance matrix. From our analysis, the lack of
sufficient training sample tends to misfit themes that have small spectral differences
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and the inverse of variance—covariance matrix becomes unstable if there is a very
high correlation between any two bands in the training data.

2.2 Support Vector Classification

SVC falls in the family of a multi-purpose scheme called the Support Vector Ma-
chines (SVM). SVM is a new generation of supervised learning system that is based
on the principle of statistical learning theory (Vapnik 1995). For classification, SVMs
operate by finding a hyper-plane in the space of possible inputs. The basic approach in
support vector machines is to identify a hyper-plane that produces optimal separation
between the two classes (Vapnik 1995). Usually in SVM, the hyper-plane is devel-
oped using a subset of the data called the training data set and the generalizing ability
of the developed hyper-plane is validated using an independent subset called testing
data set. To classify a data of N dimensions, a (N — 1) dimensional hyper-plane is
developed in SVC. Considering a binary case of linearly separable data (Fig. 1), it
is observed that there can be an infinite number of hyper-planes that can separate
this data. However, there is only one hyper-plane that has the maximum margin. This
is the optimum hyper-plane and the vectors (points) that constrain the width of the
margin are the support vectors (Sherrod 2003).

From Fig. 1B, it may be observed that the support vectors lie on two hyper-planes
that are parallel to the optimal hyper-plane. These are defined by the function, wx; +
b = =£1, where x is a point on the hyper-plane, w is normal to the hyper-plane, and b
is the bias. Therefore, the margin between these planes is 2/||w|| (Foody and Mathur
2004). The objective of maximizing the margin yields to a constrained optimization
problem given by

i _21 llwll (2
min s
1 w 2
subject to the constraints
yi(w-X;+b)—1>0 andy; €{l,—1}. 3)

However, most classification problems are not linearly separable (Fig. 2).
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Fig. 1 Binary case of linearly separable data: A Due to the fact that the margin is not maximum, the
hyper-plane is not optimal; B Optimal hyper-plane with maximum margin, the support vector is encircled
and it lies on the planes that constrain the width of the margin

@ Springer



Math Geosci (2008) 40: 409-424 413

* N :F\’S
S * * , @
** S '

@
® e

Fig. 2 Linearly nonseparable dataset

In order to deal with these situations, the data is mapped into a higher dimensional
space (feature space). Although traditionally it is achieved by the construction of non-
linear transformations, this suffers from the curse of dimensionality (Hughes Effect).
In SVM a kernel method is used which enables substituting the nonlinear transfor-
mation by an inner product that can be defined by a kernel function ¢ (Gunn 1998).
The inner product does not require evaluation in the feature space and thus helps to
address the dimensionality issues (Gunn 1998). The kernel function enables the data
points to spread in such a way that a linear hyper-plane can be fitted (Foody and
Mathur 2004). Hence, the optimization problem for maximizing the margin becomes
a combination of two criteria, the margin maximization and the error minimization.
It is defined as

minf 107 3| )
2 ,
subject to the constraints

yi(w - ¢(xi)+b)—1>1-§ and§& >0,i=1,...,N, (3)

where C is a penalty term that controls the magnitude of penalty associated with
the training samples classified on the wrong side of the hyper-plane. It is C that
allows striking a balance between the two competing criteria of margin maximization
and error minimization, whereas the slack variables &; indicate the distance of the
incorrectly classified points from the optimal hyper-plane (Foody and Mathur 2004).

The el071 package of the R programming language version 1.5-13 has lin-
ear, polynomial, radial basis and sigmoid kernel functions that can be used in
SVM models. A linear kernel is considered to be a special case of radial ba-
sis kernel (Keerthi and Lin 2003). Also, Keerthi and Lin (2003) illustrated that
the sigmoid kernel behaves like a radial basis kernel for certain parameters. Stud-
ies have also illustrated that a radial basis kernel yields the best results in re-
mote sensing applications (Melgani and Bruzzone 2004; Foody and Mathur 2004;
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Pal and Mather 2005). We chose to use the radial basis kernel for SVC in this study.
The verification of the applicability of other specialized kernel functions for the clas-
sification of remote sensing data may be used in future studies. The equation for the
radial basis kernel is

¢ = e VNI (6)

where y is the width of the Gaussian kernel. The strengths and shortcomings of SVC,
being a relatively recent method, have not been adequately explored. Therefore, in
this study we have made a comparative analysis of MLC and SVC to classify remote
sensing images.

2.3 Objectives of our Study

SVC has been found to provide better classification accuracy than other conventional
supervised classification schemes. It has been noted that the accuracy of the classi-
fication using SVC largely depends on the parameters C and y. In this paper, we
illustrate the methodology for SVC classification scheme and compare the classifica-
tion accuracy of SVC to MLC using multispectral and hyperspectral images.
Hyperspectral imaging is a fast growing field of remote sensing. It takes advantage
of several contiguous spectral channels to uncover materials that usually cannot be
resolved by multispectral sensors (Chang 2003). In the case of hyperspectral data,
the classification accuracy using statistical methods is considered to reduce (due to
large number of bands) (Hughes 1968; Pal and Mather 2005). This is known as the
Hughes Effect/Curse of Dimensionality (Hughes 1968), which states that the increas-
ing dimensionality decreases the reliability of the estimates of statistical parameters
required to compute the probabilities. Foody et al. (1995) stated that an artificial
neural network is less susceptible to these effects. We hypothesize that SVC will be
robust and will not be susceptible to the Hughes Effect due to the introduction of ker-
nel functions. We tested our hypothesis using hyperspectral image data and made a
comparative analysis using both SVC and MLC. Besides testing for sensitivity to the
Hughes Effect, we also verified the sensitivity to classification accuracy of SVC and
MLC using different training data sizes and subset band combinations using the hy-
perspectral data. The robustness of these methods to classify data with small training
samples (sparse data issues) and the improvement in classification accuracy by using
a hyperspectral image over the multispectral image of the same area was also tested.
Therefore, the objectives of this study are:

o To illustrate the methodology for the SVC classification scheme.

e To compare the classification accuracy using SVC and MLC for multispectral im-
ages.

e To verify the susceptibility of both SVC and MLC to the Hughes Effect using
hyperspectral data.

e To study the sensitivity to classification accuracy obtained from both SVC and
MLC to training data size, subset band combinations and sparse data issues using
hyperspectral data.

e To study the improvement in classification accuracy of the methods using hyper-
spectral data as compared to multispectral image data of the same area of interest.
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3 Data and Methodology Used

In this paper, two multispectral and one hyperspectral images have been analyzed.
The images were chosen from two locations. A hyperspectral and a multispectral
image were obtained from Cuprite, Nevada. Cuprite is one of the alteration sites
explored for precious metals. It is a mineralogical site that has been established as
a reference site for remote sensing instruments (Barry et al. 2003). A multispectral
image was also obtained from Goodnews Bay area in southwest Alaska. Goodnews
Bay and vicinity is an area of economic interest for platinum and gold prospecting
for which a detailed geologic map is available from Mertie (1940).

3.1 Multispectral Data

The multispectral image from Goodnews Bay is a subset of Landsat 7 Enhanced
Thematic Mapper (ETM) image of September 27", 2000. Six reflective bands of the
image were used for our analysis. These were blue, green, red, near infrared (NIR),
and the shortwave infrared [(SWIR-1) and (SWIR-2)] spectral regions. The width of
the image was 166 pixels with a height of 84 pixels comprising a total of 13944 pixels.
The lithological classes, to aid our classification, were obtained from the geologic
map of Goodnews Bay (Mertie 1940). Using the geologic map, five lithological units
were identified on the Landsat image spanning over 3995 pixels. This data was used
for the training and testing purposes of the supervised classification schemes.

The 3995 pixels were randomized three times to avoid any bias in our analy-
ses. These three randomized datasets have been referred to as Landsat GNB Trial-1,
Trial-2, and Trial-3 in the following discussion (see Table 1). The objectives for de-
veloping these three randomized datasets were to ensure that there was no bias in-
troduced in the selection of testing and training data, to verify the robustness of the
classification technique, and to ensure that the classification results were not artifacts
of the training data selection method. The classification of datasets using both SVC
and MLC was repeated on all three datasets using different percentages of testing and
training data.

Table 1 The summary of the overall classification accuracies obtained using the SVC and MLC methods
on the multispectral data

Data and method Minimum Maximum Mean accuracy Max-Min
properties accuracy (Min) accuracy (Max)

Landsat GNB Trial-1, 2, 89.42% 96.87% 91.38% 7.45%
and 3 (SVC)

Landsat GNB Trial-1, 2, 73.01% 89.02% 78.45% 16.01%
and 3 (MLC)

Landsat CUP Trial-1, 2, 53.62% 65.95% 60.22% 12.33%
and 3 (SVC)

Landsat CUP Trial-1, 2, 47.87% 61.35% 55.01% 13.48%
and 3 (MLC)
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The second multispectral image chosen was a Landsat 7 ETM of July 20, 2000,
from Cuprite mining district of West-Central Nevada. Similar to the Goodnews Bay
multispectral image, all 6 bands were used for the classification. The width of the
image was 209 pixels with a height of 27 pixels resulting in a grand total of 5643
pixels. To aid our analysis, the lithological classes were obtained from the lithologi-
cal map of Nevada developed by Stewart and Carlson (1978). Using the lithological
map, five units were identified on the image. The Cuprite, Nevada, data was also ran-
domized three times to obtain three datasets, which have been referred to as Landsat
CUP Trial-1, Trial-2, and Trial-3 in the following discussion (Table 1).

3.2 Hyperspectral Data

The Hyperspectral image used for this analysis was a subset of the Hyperion EO-
1 image of Cuprite mining district of West-Central Nevada, obtained on March 4%,
2002. This image had 220 unique spectral channels with a complete spectrum cover-
ing from 357-2576 nm (Barry et al. 2003). Of these 220 channels, 196 are spectrally
unique and calibrated. These 196 unique bands were used for our study. The litholog-
ical units for our analysis were obtained from the same geologic map of Nevada by
Stewart and Carlson (1978). From this map, five lithological units were identified on
the image comprising 5643 pixels and this data was used for the training and testing
purposes with our classification schemes.

The algorithms used in this study are the SVM algorithm available in the pack-
age el071 version 1.5-13 of the R programming language (Meyer 2001) and the
MLC algorithm that was developed in Matlab™ 7.1 using (1). In this paper, overall
classification accuracy was used as the measure of the performance of a classifica-
tion technique. The overall classification accuracy is the total percentage of correct
classifications of all themes. It was obtained from the confusion matrix (Kohavi and
Provost 1998). The following methodology recommended by Hsu et al. (2003) was
used for the SVC.

1. The data was arranged in a matrix form. Each row represented a particular pixel
of the image with the different columns representing reflectance from the different
bands, and the last column corresponded to the lithological class.

2. The data was randomly divided into subsets of training and testing data.

3. The data was scaled to prevent columns of greater numeric ranges dominating
over columns of smaller numeric ranges.

4. The radial basis kernel function was used. The two parameters, C and y, inherent
to a radial basis function were obtained by a grid search using cross validation. The
cross validation overcomes the overfitting problems. In this study we used a five-
fold cross validation. The grid search was done in two steps. Initially a coarser grid
was applied with an exponentially growing sequence of C =27,273 . 215
and y = 2715 2=13 23 An example of the coarser grid search obtained for
the SVC Trial-1 on the Goodnews Bay data is shown in Fig. 3. The coarser grid
search was followed by a finer grid search in the area (values of C and y) and
produced fewer measures of error (Fig. 4). However, this approach can be time-
consuming in the case of large datasets; therefore, Keerthi and Lin (2003) recom-
mend searching the values of C and y only for conditions that satisfy the expres-
sion logy =log C — log C , where C is the optimal C for an SVC using a linear
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Fig. 3 The coarser grid search with an exponentially growing sequence of C = 275273 .., 215 and
y = 2*]5, 2*13, A 23 for the SVC Trial-1 on the Goodnews Bay data
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Fig. 4 The finer grid search in the area (values of C and y) that produced the fewest measures of error
from Fig. 3 in order to identify the optimal values of C and y for the model

kernel. The optimal C for an SVC using a linear kernel can be determined by a
simple grid search. A plot of the C and the measure of error for an SVC using a
linear kernel illustrates that, once C reaches an optimal value, the variation in the
measure of error with increasing values of C is negligible.

5. The optimal values of C and y from the previous step were used to train the entire
training data set.

6. Finally, the developed SVC model was tested on an independent testing dataset.
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4 Results and Discussion
4.1 Comparison of the Performance of SVC and MLC Using Multispectral Data

In order to compare the classification accuracy of SVC and MLC for multispectral
images, both the Goodnews Bay data and the Cuprite data were used. The overall ac-
curacy using the SVC and MLC were calculated on both the data for several training
versus testing data ratios. These ratios ranged from 5% to 96% of the overall data
comprising the training data subset. The overall classification accuracy on the Good-
news Bay data is plotted in Fig. 5 and that of the Cuprite data is plotted in Fig. 6. It
is evident from Figs. 5 and 6 that the overall classification accuracy achieved using
SVC is higher than using the MLC.

4.2 Comparison of the performance of SVC and MLC Using Hyperspectral Data

The Hyperion EO-1 hyperspectral data has 196 unique bands. As discussed earlier,
the high dimensionality (196 bands) is considered to reduce the classification accu-
racy using statistical methods (Hughes Effect). In order to test our hypothesis that
SVC is not affected by the Hughes Effect, classification was carried out for a differ-
ent number of bands and training data sizes using the Hyperion EO-1 hyperspectral
data. The different band combinations were obtained by choosing the alternate bands
from the previous trial. The first trial had 196 bands; the second trial had 98 bands;
subsequent trials had 49, 25, 13, and 7 bands. The reason for selecting the alternate
bands was to ensure that even the smallest band combination (7 bands in this case)
included representative spectra from the entire range of the original data (196 bands).

97.00% -
94.00% -
91.00% -

88.00% -

—<— SVC Trial-1 —4A—S8VC Trial-2 —B—SVC Trial-3
85.00% -

—<&—MLC Trial-1  —A—MLC Trial-2 —B— MLC Trial-3

82.00% -

Overall Accuracy

79.00% -

76.00% -

73.00% -

70.00% T T T T T T T T T 1
0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00% 70.00% 80.00% 90.00% 100.00%

Training Data Size

Fig. 5 Results of SVC and MLC on the testing data of Landsat Goodnews Bay image for three random
trials. The training data size range from 6% to 96%
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Training Data Size

Fig. 6 The mean of the three random trials of SVC and MLC on the testing data of Landsat from Cuprite,
Nevada. The training data size range from 5% to 95%

The choice of a varying number of bands was also used to determine if fewer bands
could be used to obtain at least comparable classification as obtained using multispec-
tral data. Four training data sizes were used in our analysis. They were 10%, 12.5%,
15%, and 17.5% of the entire data. The classification was repeated using MLC. The
results of the classification using both SVC and MLC are given in Table 2.

From Table 2, it is evident that the overall classification accuracy using SVC in-
creases with the increase in the number of bands. In the case of MLC, when the
number of bands was increased from 13 to 25 and beyond, it was observed that the
classification accuracy decreased. This indicates that, compared to MLC, SVC is not
affected by the Hughes Effect. We also observe from Table 2 that the classification
accuracy of SVC is higher than that of MLC.

In the case of MLC, when the number of bands was increased to 49, 98, and
196, it failed to classify and gave error (cf. Table 2). The reason for this error is
that MLC relies on having a non-singular class specific covariance matrix for all
classes (Benediktsson et al. 1995; Richards and Jia 1998; Chi and Bruzzone 2007).
In the case of hyperspectral data, the cause for the covariance matrix being singular
is high dimensionality. Also in an N (number of bands) dimensional image, at least
N + 1 samples from each theme are required to avoid the singularity of the covariance
matrix (Richards and Jia 1998). In summary, SVC is a robust method that does not
suffer from the Hughes Effect and is insensitive to the number of bands and training
pixels used to classify using hyperspectral data, as compared to MLC.
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Table 2 Overall classification accuracy using both SVC and MLC methods on Hyperion EO-1 image of
Cuprite, Nevada. The overall classification accuracy is computed for different band combinations. The first
trial had all the 196 unique bands; the consequent trials had the alternate bands from the previous trial, i.e.,
98, 49, 25, 13, and 7 bands. The various training data sizes considered are 10%, 12.5%, 15%, and 17.5%

Percentage Classification Number of bands

of training method 196 98 49 25 13 7

vs testing

data

10:90 MLC 56.46 56.84 55.91
svc 72.01 71.45 70.07 67.36 64.98 62.16

125:87.5 MLC 57.06 58.12 57.11
svc 73.39 71.88 71.63 67.54 65.09 62.64

15:85 MLC 55.03 57.24 58.74 56.79
svc 74.84 74.59 72.80 68.75 65.94 62.88

17.5:82.5 MLC 55.98 58.43 59.54 57.53
sve 76.05 75.79 73.88 69.84 66.10 63.05

“For these training data sizes and band combinations MLC gave error due to the covariance matrix being
singular

4.3 Analysis of the Number of Support Vectors

In this study, the number of support vectors used to obtain the optimum classifica-
tion accuracy was analyzed. From Table 1, the variation in the overall accuracy using
SVC increased from 7.45% in Goodnews Bay data to 12.33% in the Cuprite data.
A scrutiny of the number of support vectors used in both the data to obtain the op-
timum accuracy in classification revealed that in the Goodnews Bay data, when the
training data size was 6%, the percentage of support vectors was 40% of the training
data. When the training data size was increased to 96%, the percentage of support
vectors was reduced to 22% of the training data (Fig. 7). Similarly, in the Cuprite
data, when the training size was 5%, the percentage of support vectors was 88% of
the training data. When the training data size was increased to 95%, the percentage
of support vectors decreased to 77% of the training data (Fig. 8). It is evident that
in the case of the Cuprite data large numbers of the training pixels are being used as
the support vectors compared to the Goodnews Bay data. In fact, it is observed that
the larger the number of support vectors, the higher the variation in the classification
accuracy as the training data sizes are varied.

The highest classification accuracy achieved using SVC on the Goodnews Bay
data was 96.87%, when 96% (3835 pixels) of the data was used for the training
(Fig. 9A). However, out of the 96% data in the training only 833 pixels (20.85%)
were effectively contributing to the training data as support vectors (Fig. 9B). When
these 833 pixels were used for training and tested against the rest of the data (79.15%
testing data size), they yielded a 99.81% overall classification accuracy. It is impor-
tant to note that, when the training data was selected randomly with 839 pixels (21%
training data size), the classification accuracy obtained was only 91.22%. Thus, it
is obvious from the above results that SVC can give higher classification accuracy
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Fig. 7 The number of support vectors needed for the different training data sizes of the Landsat GNB
Trial-1
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Fig. 8 The number of support vectors needed for the different training data sizes of the Landsat CUP
Trial-1
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Fig. 9 Themes identified from September 27t 2000, Landsat 7 ETM data of Goodnews Bay: A The
pixels with a circular outline show the 160 pixels of testing data (4%) and the other 3835 pixels (96%)
were used for training; B The pixels with a filled dot represent the 833 support vectors that are effectively
contributing to the model from the 3835 training data

with a smaller training dataset. However, the strategy would be to include the useful
support vectors in that small training data. In support of our observation, Foody and
Mathur (2004) stated that, unless some intelligent training data acquisition process
was followed, the solution to having the useful support vectors included in the criti-
cal training sample can only be achieved through a choice of a large training sample.

5 Summary and Conclusions
The two parameters that have to be determined when a radial basis kernel is used with
SVC are C and y. The classification accuracy of SVC largely depends on the optimal

values of these parameters. A grid search approach recommended by Hsu et al. (2003)
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was used for this study. This approach can often be time consuming and, therefore, an
alternate approach has been recommended by Keerthi and Lin (2003). A comparison
of the SVC against MLC was carried out for both multispectral and hyperspectral
data. It is evident from the results that, in both multispectral and hyperspectral data,
the overall classification accuracy using SVC outperform MLC. Moreover, it was
concluded that SVC could be applied for both multispectral and hyperspectral data
without any restrictions, whereas MLC failed to classify when the covariance matrix
was singular. We conducted a classification of the hyperspectral data with different
band combinations to test if SVC was affected by the dimensionality issue (Hughes
Effect). It was observed from the results that in the case of SVC, as the number of
bands increased from 7 to 196, the classification accuracy also increased. Thus, it
is evident from our results that the dimensionality issues do not affect SVC. On the
other hand, as the number of bands increased, the classification accuracy using MLC
decreased.

A selective training data selection was done with the Landsat GNB Trial-1 data.
The criterion for the selective training data selection was to identify all the support
vectors in the training data that gave the highest classification accuracy. Furthermore,
a training dataset was developed which contained only these selected support vectors.
By doing so, in the case of the Landsat GNB Trial-1, the classification accuracy
increased from 91.22% to 99.81%. Therefore, if the useful support vectors can be
included in the critical training sample by some a priori knowledge, the classification
accuracy of SVC can be considerably increased with a small training sample. The
training pixels are always limited and expensive in remote sensing (Jia 1999). Future
work should develop a technique to identify useful support vectors for various remote
sensing classifications and to develop a guideline for training data collection. If this
can be achieved, training data would only be collected from the useful support vector
locations and this in turn would help achieve high classification accuracy with a small
training sample.
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