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Abstract An iterative correction procedure using

3D finite element analysis (FEA) was carried out to

determine more accurately the effective true stress–

true strain curves of aluminum, copper, steel, and

titanium sheet metals with various gage section

geometries up to very large strains just prior to the

final tearing fracture. Based on the local surface strain

mapping measurements within the diffuse and local-

ized necking region of a rectangular cross-section

tension coupon in uniaxial tension using digital

image correlation (DIC), both average axial true

strain and the average axial stress without correction

of the triaxiality of the stress state within the neck

have been obtained experimentally. The measured

stress–strain curve was then used as an initial guess of

the effective true stress–strain curve in the finite

element analysis. The input effective true stress–

strain curve was corrected iteratively after each

analysis session until the difference between the

experimentally measured and FE-computed average

axial true stress–true strain curves inside a neck

becomes acceptably small. As each test coupon was

analyzed by a full-scale finite element model and no

specific analytical model of strain-hardening was

assumed, the method used in this study is shown to be

rather general and can be applied to sheet metals with

various strain hardening behaviors and tension cou-

pon geometries.

Keywords True stress–true strain curve � Digital

image correlation � Uniaxial tension � Diffuse and

localized necking � Isotropic elastic-plastic sheet

metal

1 Introduction

Various sheet-metal forming processes, e.g., drawing,

stamping, and cupping are used extensively to

produce products with desired shape and functional-

ity (Kalpakjian 1991). A computer-aided design

analysis of these forming processes using a commer-

cial finite element (ABAQUS 2003; ANSYS 2007)

generally consists of modeling large plastic defor-

mation of a sheet metal and requires the input of the

effective true stress–true strain curve of the material

over a wide range of plastic strains. The effective true

stress–true strain curve, represented either in a set of

discrete data points or in one of commonly used

analytical strain-hardening models, is typically
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obtained from a standard uniaxial tensile test on sheet

metals. However, it is well known that after a certain

amount of uniform elongation in the tensile test, non-

uniform deformation due to diffuse necking occurs at

a critical strain (Hill 1952; Hutchinson and Miles

1973; Nichols 1980) and the stress state at the

narrowest cross-section within the neck region sub-

sequently becomes increasingly biaxial and tri-axial,

which limits the accuracy and reliability of experi-

mentally measured uniaxial stress–strain data beyond

the uniform elongation. In addition, the plastic

deformation becomes highly heterogeneous and con-

centrates within the necked region (Tvergaard 1993;

Tong and Zhang 2001) and the conventional means of

an extensometer is no longer applicable to the axial

strain measurement inside the neck. It is thus

questionable to simply extrapolate these measured

stress–strain data of a sheet metal beyond the uniform

elongation when one analyzes the forming failures of

the sheet metal occurring at much larger strains.

Bridgman (1952) developed some approximate

analytical solutions for obtaining more accurately the

effective true stress–true strain curve of metals

beyond diffuse necking by using various simplifying

assumptions about the neck geometry and stress and

strain distribution inside the neck. As discussed in

some details by Ling (1996) and Joshi et al. (1992),

the use of original analytical results by Bridgman for

tensile samples made of either cylindrical rods or flat

sheets requires the measurement of (1) the radius of

curvature of the neck profile along the axial direction

and (2) the radius or width of the smallest cross-

section, which are both difficult to obtain with

sufficient accuracy. In practice, the average axial

true stress and true strain computed from only the

measured diameter of the smallest cross-section of a

cylindrical rod specimen were often regarded as the

effective true stress and true strain without further

correction (Segal et al. 2006; Poortmans et al. 2007).

The true stress computed with the Bridgman correc-

tion factor was found to attain a maximum and then

strain softening behavior for an alpha-brass sheet

before localized necking (Joshi et al. 1992). Further-

more, the analytical results by Bridgman are not

expected to be applicable when localized necking is

being developed in a thin sheet sample (Ling 1996).

Following the pioneering work by Bridgman,

many research efforts have been carried out in recent

years in developing a variety of new techniques and

approaches by taking the advantage of the increasing

availability of new experimental measurement tools

and finite element analysis tools. These new methods

differ mainly in their use of the various experimental

measurements and whether or not a finite element

analysis is required each time. Zhang and Li (1994)

developed a customized finite element analysis

program to obtain the true stress–true strain curve

of a round smooth steel bar up to fracture based on

the experimental tensile load-axial displacement

curve. Their program adjusts the trace of the effective

stress–strain curve step-by-step iteratively to reduce

the difference between simulated and experimental

load-displacement curves at each displacement incre-

ment to a pre-set tolerance level. Joun et al. (2008)

implemented in their own finite element analysis

code the similar iterative adjustments at some

selected increments of elongation in a tension test

of a cylindrical rod specimen beyond diffuse necking.

The current true stress at the current average axial

true strain was corrected by a ratio of the measured

axial load over the computed axial load. While such a

step-by-step iterative optimization procedure imple-

mented during the finite element analysis was found

to be effective, it is difficult to be implemented in a

general purpose commercial finite element program.

Ling (1996) instead analyzed the uniaxial tension of

various copper sheets in the finite element analysis

program ABAQUS by using a combined power-law

(for small strain) and linear (large strain) strain

hardening model with a single adjustable weight

parameter. The true stress–true strain curve was

obtained by adjusting only the weight parameter via a

trial-and-error manner to minimize the difference

between simulated and experimental load-displace-

ment curves. As the experimental load-displacement

data over the entire gage length are usually less

accurate after the onset of diffuse necking (even with

the use of an extensometer) and less sensitive to the

plastic straining details inside the neck (especially the

localized neck), the obtained true stress–true strain

curves may be less reliable at very large strains.

Zhang et al. (1999) proposed a method based on

the experimental load-thickness curve to determine

the true stress–true strain curve of rectangular cross-

section tensile coupons with a width-to-thickness

aspect ratio from 1 to 8. They presented an empirical

cross-section area reduction equation in terms of the

current thickness at the minimum section of the test
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coupon based on extensive 3D finite element analysis

results so the average true stress as well as true strain

at the minimum section can be computed from the

measurement of the current sheet thickness. The

so-called Bridgman-Le Roy correction equations

were then applied to obtain the effective true

stress–true strain of the material. Their method

requires the thickness reduction measurement at the

prior known minimum section of the test coupon and

is valid up to localized necking. This method has

been also extended to anisotropic materials (Zhang

et al. 2001a, 2001b). Scheider et al. (2004) found that

the cross-section area reduction equation proposed by

Zhang et al. (1999) is not sufficiently accurate and

thickness reduction at the minimum section is

difficult to measure. They proposed instead the use

of the experimental load-width curve to determine the

true stress–true strain curve of rectangular cross-

section tensile coupons. By using the digital image

correlation technique, the displacement field of the

neck region of the tensile coupon was obtained first

and then the width at the minimum section was

determined by a polynomial fitting of the displace-

ments of edge nodes of the neck. The effective true

strain was obtained from the axial and transverse

surface strains measured by digital image correlation

and the true stress was computed using the measured

load, current width at the minimum section (neck),

and an empirical correction factor. The correction

factor is a nonlinear function of both the effective

true strain and the minimum width of the neck. It was

also determined empirically from some extensive 3D

finite element analysis results. Yang and Tong (2008)

defined the effective true strain in the same way but

computed the effective true stress directly using the

average axial true stress and the average axial and

transverse surface strain. They carried out a 3D finite

element analysis on two tapered tensile coupon

geometries for five different dual-phase steel mate-

rials (two base metals, two heat-affected zones, and

one weld metal) and found the effective true stress–

true strain curves obtained in such a way are

reasonably accurate up to a strain level of 1. Dan

et al. (2007) used a coarse grid method to obtain the

local average axial true strain and then the average

axial true stress in low-carbon steel sheet coupons

with various gage lengths. Although their true stress–

true strain curves were found more or less to be

independent of the coupon geometry (gage length)

but their data are valid only at moderately large

strains just shortly after diffuse necking as no

additional correction due to a tri-axial stress state

within the neck was introduced at all.

In the present study, we describe an iterative

correction procedure using a general purpose com-

mercial 3D finite element analysis (FEA) program to

obtain improved effective true stress–true strain

curves of aluminum, copper, steel, and titanium sheet

metal tension coupons with various gage section

geometries up to very large strains just prior to the final

tearing failure. Instead of relying on the global load-

displacement data, the average axial true stress–true

strain curve measured locally at the minimum section

of the neck region will be used both as the initial guess

of the effective true stress–true strain curve in the

finite element analysis and as the target which the

FE-computed average axial true stress–true strain

curve will be compared with. The correction made to

the input true stress–true strain curve is carried out in a

post-processing step entirely outside the finite element

analysis program. It will be shown that the method

proposed here can achieve more accurate and robust

results than the simpler correction methods described

above but without the complexity and cost of using the

entire whole-field displacement data in an inverse

model parameter identification analysis (Kajberg and

Lindkvist 2004). The iterative correction procedure

presented here is based on some early preliminary

works carried out in our group (Zhang et al. 2000;

Tong and Zhang 2001; Tao 2006) and it has been

further expanded and refined in this study.

In the following, the experimental procedure is

first described briefly for tensile testing of the

selected five materials and their tension coupon

geometries. Calculations of the average axial true-

stress and true strain curves of these materials are

described based on the local strain measurements

inside the neck using digital image correlation. The

isotropic elastic-plastic finite element analysis (FEA)

of the five uniaxial tension tests is then presented.

The iterative correction procedure as a post-process-

ing step is described in details to obtain the accurate

effective true stress–true strain curves of the mate-

rials. The numerical analysis results are presented to

show the robustness and effectiveness of the pro-

posed iterative correction procedure as they converge

quickly in only two to three finite element analysis

sessions per tension coupon to the experimental

An iterative procedure for determining effective stress–strain curves of sheet metals 15
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measurements of all five materials investigated. Some

suggestions are offered for possible improvements in

both experimental measurements and finite element

analyses and conclusions of this study are also given.

2 Materials and experimental procedure

Four thin sheet metals (aluminum, copper, steel and

titanium) plus one miniature steel square bar have been

chosen for this study. The geometries, finite element

mesh details, and material elastic constants are listed in

Tables 1 and 2, respectively for each material. The

aspect ratio of the minimum section of tension coupons is

between 1 and 7.35. The use of some tension coupons

with a tapered gage section (Richmond et al. 1983)

facilitates a better control of the location of the diffuse

and localized necking region. A desktop mini-tensile

testing apparatus shown in Fig. 1 was used for stretching

both compact and miniature sized tension test coupons in

all experiments reported here. During each tensile test, a

series of digital images (e.g., see Fig. 2) of the gage

section of the test coupon were acquired and these

images were then processed by a digital image correla-

tion (DIC) analysis program to generate the local

distribution of in-plane biaxial strain components in

the gage section. Flat tensile test coupons are in fact

better suitable for such a whole-field strain measurement

technique than cylindrical coupons. Details of the

experimental procedure and image and load data anal-

yses can be found elsewhere (Tong et al. 2005, 2007;

Marya et al. 2006; Tong and Zhang 2007).

Table 1 Summary of materials and geometries of five tension coupons

Material name and type Gage section

shape

Thickness

(t0 in mm)

Minimum Widtha

(w0 in mm)

Gage length

(L0 in mm)

Aspect ratio

w0=t0

� �

Aluminum sheet (AA1100-H14) Tapered 0.830 4.0 25.0 4.82

Copper sheet (OFHC) Straight 0.680 5.0 20.0 7.35

Steel sheet (DQIF) Tapered 0.759 2.0 17.0 2.64

Titanium sheet (commercially pure) Tapered 0.860 4.0 25.0 4.65

Steel Barb (dual-phase DPS600) Straight 0.5 0.5 1.4 1.00

a For straight gage section specimens, the minimum width is the same along the whole gage section
b The steel square bar is made of the heat-affected zone material of a spot welded dual-phase steel DPS600 (as the tension coupon

GMT#77 in Tong et al. 2005)

Table 2 Summary of finite element models and elastic constants of materials

Material name No. of

nodes

No. of

elements

Young’s

modulus (GPa)

Poisson’s

ratio

Aluminum

sheet

6,980 936 69 0.3

Copper sheet 7,571 1,024 130 0.3

Steel sheet 4,679 608 209 0.3

Titanium sheet 4,679 608 110 0.3

Steel bar 7,873 1,560 209 0.3

Fig. 1 The top view of the mini-tensile testing apparatus with

a copper tension coupon mounted

16 H. Tao et al.
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Once the surface distribution of the axial true

strain ex(x, y) at the narrowest section of a necked

region was measured from the experiment, an aver-

age true axial strain �ex and an average axial true stress

�rx at the cross-section of the tension coupon gage

section were computed, respectively from

�ex ¼
Z

S

exðx; yÞdxdy; ð1Þ

and

�rx ¼
Fx

A
� Fx

A0

expð�exÞ; ð2Þ

where x is the coordinate along the tensile loading

direction, y is the coordinate transverse to the tensile

loading direction (see Fig. 3), S is the size of the

narrowest neck region chosen on the coupon

surface, A0 and A are the initial and current

minimum cross-section areas of the neck region,

and Fx is the measured axial load. The surface area

S is defined by the minimum width b of the neck

region and a finite dimension in the axial direction

Dx, which was the axial dimension of the subset

used in computing the surface axial strain from the

surface displacement data in the digital image

correlation analysis. Computation of the true stress

by Eq. 2 uses the approximate value of the current

cross-section area A of the tension coupon based on

the assumption of volume constancy under plastic

straining:

Fig. 2 Selected digital

images of the aluminum

tension coupon (a) before

the application of axial

loading; (b) at the

maximum axial load point;

(c) during diffuse necking;

(d) prior to final fracture

Fig. 3 Finite element

meshes with boundary

conditions of the four thin

sheet metal tension

coupons: (a) aluminum; (b)

copper; (c) steel; (d)

titanium

An iterative procedure for determining effective stress–strain curves of sheet metals 17
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AdL ¼ A0dL0 or A ¼ A0

dL0

dL
� A0e��ex : ð3Þ

An area integral (over a finite surface area S

covering the region with the entire narrowest width of

the neck region and a finite length in the x-direction)

instead of a line integral is given in Eq. 1 in order to

emphasize the fact that the average axial true strain

still has a limited spatial resolution (or a finite ‘‘gage

length’’) even though it was obtained locally. As the

axial load can be measured fairly accurately using a

precision load cell, the reliability of the average axial

true stress–true strain curve �rxð�exÞ measured locally

at the minimum section of the neck region of a ductile

material depends primarily on the accuracy of the

local surface strain measurements along the loading

axis by digital image correlation. Besides using a

high quality high-pixel density digital imaging sys-

tem and decorating the tension coupon surface with

high contrast speckles, a tensile test may be inter-

rupted (by keeping the grippers at both ends of the

test coupon from moving for a short duration) so a

digital image can be acquired by averaging multiple

frames (Smith et al. 1998). Such an interruption

reduces both mechanical vibrations and image noises

and thus improves the quality of digital images for

surface strain measurements.

3 The finite element analysis

3.1 Finite element models of tension test coupons

An isotropic elastic-plastic material model was used

in a nonlinear finite element analysis of the sheet

metal tension tests with the commercial program

ABAQUS (2003). Details on the pertinent equations

and their finite element models in general can be

found in Simo and Hughes (2000), Kojic and Bathe

(2004). The particular implementations and solutions

in the program ABAQUS can be found in Dunne and

Petrinic (2005), Fish and Belytschko (2007). Specif-

ically, the nonlinear strain hardening of the plastic

deformation of each sheet metal was characterized by

its von Mises effective true stress–true strain curve

�rð�epÞ and a set of discrete data points of �r vs. �ep were

used as the input in each finite element analysis (see

Chap. 5 in Dunne and Petrinic 2005). Using the

general purpose commercial finite element analysis

program ABAQUS (version 6.4), full-scale 3D mod-

els were built for the five thin sheet metal tension

coupons as listed in Table 1. These finite element

models with the detailed meshes and some boundary

conditions under uniaxial loading are shown in Fig. 3

for the four compact size tension coupons and in

Fig. 4 for the miniature square tension bar. A refined

mesh was applied at the center of each coupon where

necking is expected to occur. All finite element

analyses used 3D brick-type element C3D20. The

number of nodes and elements are listed in Table 2

for each tensile test coupon. The convergence of

computed results in terms of mesh density has been

checked to be successfully reached at the level

indicated in Table 2. Two linear elastic constants are

also listed in Table 2 for each material.

3.2 The iterative correction procedure

As the effective true stress–true strain curve �rð�epÞ
beyond diffuse necking is unknown, the entire

experimentally measured average axial true stress–

true strain curve �rxð�exÞ without the apparent softening

portion at the end was used as an initial guess to be

input in the first finite element analysis session of a

tension test. Some additional linear extrapolation

points up to a very large strain (*200%) were also

added to ensure the continuing strain hardening

beyond the maximum average surface true strain

can be realized in the finite element analyses. Then an

iterative procedure was used to carry out the succes-

sive corrections on the initially assumed effective

true stress–true strain curve. In the following, a

superscript ‘‘E’’ will be used to designate the

experimentally measured average axial true stress–

true strain curve, superscripts ‘‘C1’’, ‘‘C2’’, … will be

used to designate the computed average axial true

stress–true strain curve, and superscript ‘‘M1’’,

‘‘M2’’, ‘‘M3’’, … will be used to designate the

initially guessed effective true stress–true strain curve

and their subsequent corrected values.

The iterative correction procedure is outlined in

the following:

(1) The first finite element analysis session: obtain

first the experimentally measured average axial

true stress–true strain curve �rE
x ð�exÞ: Use it as an

initial guess of the von Mises effective true

stress–true strain curve of the material, namely

18 H. Tao et al.
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�rM1ð�eÞ ¼ �rE
x ð�exÞ: Once the first finite element

analysis session of the tension test using �rM1ð�eÞ
is completed, the average axial true stress–true

strain curve at the minimum section of the neck

region of the deformed tension coupon can then

be computed in the same way given by Eqs. 1

and 2 using the simulation results of the surface

true strain eC1
x ðx; yÞ and axial load FC1

x at a

preset loading increment in a post-processing

routine. The numerically computed average

axial true stress–true strain curve is designated

here as �rC1
x ð�exÞ:

(2) The correction step: take the ratio between

experimentally measured and FE-computed

average axial true stress–true strain curves as

the correction factor aC1ð�eÞ ¼ �rE
x ð�exÞ=�rC1

x ð�exÞ
and multiply it to the initial guess of the

effective true stress–true strain curve �rM1ð�eÞ:
When the data points in terms of the average

axial true strain output from the first finite

element analysis session do not coincide exactly

with the experimentally measured data points, a

linear interpolation is used to obtain the FE-

computed true stress at each experimentally

measured true strain value. It results in a

corrected effective true stress–true strain curve

�rM2ð�eÞ ¼ aC1ð�eÞ�rM1ð�eÞ:

(3) The subsequent additional finite element anal-

ysis sessions and correction steps: repeat the

finite element analysis described in 1) using

the same meshes and boundary conditions but

with the newly corrected effective true stress–

true strain curve �rM2ð�eÞ: Again after the finite

element analysis session, the second numeri-

cally computed average axial true stress–true

strain curve is obtained as �rC2
x ð�exÞ: Similar to

the correction step described in (2), another

correction factor can be obtained as aC2ð�eÞ ¼
�rE

x ð�exÞ=�rC2
x ð�exÞ: It is then used to obtain the

further corrected effective true stress–true

strain curve �rM3ð�eÞ ¼ aC2ð�eÞ�rM2ð�eÞ: This iter-

ative procedure of both finite element analysis

and subsequent correction can continue in the

same way until the difference between the

successive corrected effective true stress–true

strain curves becomes acceptably small (or the

correction factor is virtually identical to 1 for

all strains).

It is noted that the resulting effective true stress–

true strain curve �rMðiþ1Þð�eÞ can actually be

expressed as (where i is the total number of finite

element analysis sessions carried out for each

tension coupon)

Fig. 4 A finite element

model of the miniature steel

tension bar: (a) a 3D view

of the whole tension

coupon; (b) an in-plane

view; (c) loading and

boundary conditions on a �
FE model; (d) the FE mesh

An iterative procedure for determining effective stress–strain curves of sheet metals 19
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�rð�epÞ � �rMðiþ1Þð�eÞ

¼ �rE
x ð�exÞ

�rCi
x ð�exÞ

� � � �rE
x ð�exÞ

�rC2
x ð�exÞ

�rE
x ð�exÞ

�rC1
x ð�exÞ

�rE
x ð�exÞ: ð4Þ

The final result depends on the accuracy of both

the experimentally measured and successively FE-

computed average axial true stress–true strain curves.

The final effective true stress–true strain curve

obtained was used in one additional finite element

analysis in this study with a much denser mesh in

order to confirm the convergence of the FE-computed

average axial true stress–true strain curves.

4 Results

The average axial true stress–true strain curve

computed by Eqs. 1 and 2 with the surface area

S of the neck zone so defined in this study is the same

as the true stress–true strain curve no. 3 used in our

previous works (Tong et al. 2005, 2007; Marya et al.

2006). Both experimentally measured and numeri-

cally simulated average axial true stress–true strain

curves will thus be explicitly referred also to as

‘‘stress–strain curve 3’’ in the following. Some

representative finite element analysis results on the

detailed deformation, stress and strain distribution

and computed average axial true stress–true strain

curves are shown in Fig. 5 for the miniature steel

tension bar (see Tables 1, 2). All results shown in

Fig. 5a–c are up to a loading point when the

computed average axial true strain reached the

maximum value of the experimentally measured

axial true strain. The neck region with moderate

mesh distortion can be seen in Fig. 5a. The von Mises

effective true stress and true strain shown in Fig. 5b

and c, respectively are clearly non-uniform through-

out the gage section of the square tension bar. The

effective true stress has a much less variation than the

effective true strain both within the neck region and

at its minimum section. As described in Sect. 3, an

additional finite element analysis with a much denser

mesh was usually used to confirm the convergence of

Fig. 5 Some representative

results of the finite element

analysis of the GMT77 steel

square tension bar up to the

maximum measured

average axial true strain: (a)

the deformed mesh; (b) the

distribution of the von

Mises effective true stress;

(c) the distribution of the

von Mises effective true

strain; (d) experimentally

measured and two

computed average axial true

stress–true strain curves

(one with a coarse mesh and

another with a fine mesh)

20 H. Tao et al.

123



the computed average axial true stress–true strain

curve and the representative results for the miniature

square tension bar are shown in Fig. 5d: little

difference is seen between the two FE-computed

average axial true stress–true strain curves (one with

the number of elements listed in Table 2 and one with

up to 8 times more elements) and they both are

closely match the experimentally measured one.

Figure 6 shows a summary of the finite element

analysis results on the aluminum sheet metal tension

coupon with a tapered gage section (whose digital

images acquired during the experiment are shown

selectively in Fig. 2). To illustrate the progression

and effectiveness of the iterative correction proce-

dure in obtaining the effective true stress–true strain

curve �rð�epÞfor each material, the experimentally

measured average axial true stress–true strain curve

(i.e., �rE
x ð�exÞ or ‘‘experimental SS curve 3’’) and the

three effective true stress–true strain curves used in

the successive analysis sessions (such as �rM1ð�eÞ or

‘‘material model input 1’’, etc.) are shown in Fig. 6a

while the experimentally measured and three FE-

computed average axial true stress–true strain curves

(such as �rC1
x ð�exÞ or ‘‘prediction1 SS curve 3’’, etc.)

are shown in Fig. 6b. Only two finite element

analysis sessions were actually needed to obtain the

satisfactory effective true stress–true strain curve

according to the results shown in both Fig. 6a and b.

The initial guess of the effective true stress–true

strain curve �rM1ð�eÞ was based on only the initial

portion of the stress–strain curve �rE
x ð�exÞ before the

apparent strain- softening occurs (see Sect. 3.2 for

details). The final effective true stress–true strain

curve is found to start deviating from �rE
x ð�exÞ

noticeably at a very small strain of less than 0.02

because the aluminum sheet metal AA1100-H14 is

in a work-hardened state. The FE-computed average

axial true stress–true strain curve after the third

finite element analysis session matches well the

experimentally measured one up to the true strain of

0.375. Afterwards, the FE-computed curve shows no

or much less softening behavior. The discrepancy

between the computed and measured curves was due

to the fact that the axial dimension Dx of the neck

region area S used in the post-processing of the

finite element analysis results to obtain the average

axial true strain by Eq. 1 (see Sect. 2) was smaller

than the one used in the digital image correlation

based strain measurement calculations. The axial

dimension Dx of the neck region area S were

subsequently adjusted closely to the one used in

experimental strain measurement calculations for

other four tension coupons in the following.

Similar finite element analysis results on the

copper sheet metal tension coupon with a straight

gage section are summarized in Fig. 7. Again only

two finite element analysis sessions were actually

needed to obtain the satisfactory effective true

stress–true strain curve as the correction factor

aC2ð�eÞ obtained after the second finite element

analysis session was found to be nearly a constant

of 1. The maximum axial true strain measured in the

experiment is rather small (0.35) as the spatial

resolution of the digital images acquired for the
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Fig. 6 Summary of the finite element analysis results on the

aluminum sheet metal tension coupon: (a) comparison of the

experimentally measured average axial true stress–true strain

curve and the three effective true stress–true strain curves used

in the successive analysis sessions; (b) comparison of the

experimentally measured and three computed average axial

true stress–true strain curves
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copper tension coupon was lower. A larger field of

view was needed for the digital images acquired in

the experiment in order to capture the neck region

formed somewhere along the straight gage section

of the copper tension coupon after diffuse necking.

Results of finite element analyses on the low-carbon

steel sheet metal tension coupon with a tapered gage

section are summarized in Fig. 8. Here a total of

three finite element analysis sessions were needed to

reach the final effective true stress–true strain curve.

It s noted that the maximum axial true strain from

the experiment (1.05) is much higher than that of

the copper tension coupon (0.35) as a smaller field

of view was able to be used for the tapered steel

tension coupon.

Results of the finite element analyses on the

titanium sheet metal tension coupon and on the

miniature square tension bar are shown in Figs. 9 and

10, respectively. The maximum average axial true

strains measured in the experiment are similar for

these two tests: 0.64 and 0.66, respectively. To check

the robustness of the iterative correction procedure

used in this study, the initial guess of the effective

true stress–true strain curve �rM1ð�eÞ was intentionally

adjusted to deviate to a certain degree from the

experimentally measured average axial true stress–

true strain curve beyond diffuse necking: a lower

stress–strain curve �rM1ð�eÞ was used for the titanium

sheet metal and a higher stress–strain curve �rM1ð�eÞ
was used for the miniature steel square bar. As shown
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Fig. 7 Summary of the finite element analysis results on the

copper sheet metal tension coupon: (a) comparison of the

experimentally measured average axial true stress–true strain

curve and the three effective true stress–true strain curves used

in the successive analysis sessions; (b) comparison of the

experimentally measured and three computed average axial

true stress–true strain curves
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Fig. 8 Summary of the finite element analysis results on the

steel sheet metal tension coupon: (a) comparison of the

experimentally measured average axial true stress–true strain

curve and the three effective true stress–true strain curves used

in the successive analysis sessions; (b) comparison of the

experimentally measured and three computed average axial

true stress–true strain curves
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in both Figs. 9 and 10, the final effective true stress–

true strain curves were obtained again with just two

finite element analysis sessions for the titanium sheet

metal tension coupon and three finite element anal-

ysis sessions for the miniature steel tension bar.

5 Discussions and conclusion

It is well known that the stress–strain data obtained in

a standard tension test of a sheet metal using the

conventional extensometer strain measurement tech-

nique under-predicts the effective true stress of the

material beyond diffuse necking. The average axial

true stress–true strain curve �rE
x ð�exÞ obtained by

the digital image correlation based local strain

measurements usually over-predicts the effective true

stress, especially at large strains well beyond diffuse

necking point (see the results shown in Figs. 6a–

10a). Consequently, the stress–strain curves by the

conventional and the DIC-based methods can be

used, respectively as the lower and upper bound

estimates of the effective true stress–true strain

curves (they were designated as stress–strain curves

no. 2 and 3, respectively in Tong et al. 2005, 2007;

Marya et al. 2006). However, some apparent ‘‘strain

softening’’ is often observed on the average axial true

stress–true strain curve �rE
x ð�exÞ before the final tearing

failure of a sheet metal (see especially Figs. 6a, 8a).

While some material damages (void nucleation and

growth) may occur during the diffuse and localized

necking (Duan et al. 2007), one of the major factors
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Fig. 9 Summary of the finite element analysis results on the

titanium sheet metal tension coupon: (a) comparison of the

experimentally measured average axial true stress–true strain

curve and the three effective true stress–true strain curves used

in the successive analysis sessions; (b) comparison of the

experimentally measured and three computed average axial

true stress–true strain curves
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Fig. 10 Summary of the finite element analysis results on the

miniature steel tension bar: (a) comparison of the experimen-

tally measured average axial true stress–true strain curve and

the three effective true stress–true strain curves used in the

successive analysis sessions; (b) comparison of the experi-

mentally measured and three computed average axial true

stress–true strain curves
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contributing to the apparent softening behavior is

the limited spatial resolution of the local strain

measurements inside the neck by digital image

correlation. That is, the plastic deformation becomes

so localized in the later part of the neck develop-

ment only a small portion of the material inside the

subset size (which is used in a digital image

correlation analysis for computing its average strain)

experiences the plastic straining. The apparent

softening behavior is thus similar to the one

observed in the conventional tension test results

due the limited spatial resolution to resolve the non-

uniform deformation. It is thus suggested that digital

images with high speckle densities and highest

possible pixel spatial resolution should be acquired

at the necking region of a tension coupon during

experiment. This can be accomplished by using a

digital imaging system with a large pixel count

and using a smaller field of view (a higher

magnification).

Both experimental observations and numerical

simulations show that the local strain becomes

increasingly non-uniform once a diffuse neck devel-

ops in a tension test coupon. However, the degree of

the strain non-uniformity and the rate of its develop-

ment are found to depend on the initial aspect ratio of

the minimum cross-section of a tension test coupon

for a given material. Obviously, both a smaller degree

and a slow rate of growth of the strain non-uniformity

are preferred so the correction on the experimental

measurements would be smaller as well. Inspection

of Figs. 6–10 shows that there is a general trend in

the experimental measurements: the larger the aspect

ratio of the tension coupon cross-section, the smaller

the measured maximum value of the axial true strain.

To eliminate the possible effect of various strain

hardening behavior among the five materials on the

measured maximum strain values at a fixed image

spatial resolution (a fixed size of S), an additional

finite element analysis was carried out for the

miniature steel tension coupon with an aspect ratio

of its cross-section being 5 (instead of 1 as listed in

Table 1). The final effective true stress–true strain

curve shown in Fig. 10a was used in the finite

element analysis. Fig. 11 shows the comparison of

the two FE-calculated average axial true stress–true

strain curve (with aspect ratios of 1 and 5, respec-

tively). The experimentally measured stress–strain

curve is also shown in Fig. 11, which is nearly

identical to the computed one using a tension coupon

with an aspect ratio of 1 (see Fig. 10b). Again, the

necking area S used in computing the average axial

true strain (see Eq. 1) had the same axial dimension

Dx (as the same as the size in the axial direction of

the subset used in the digital image correlation

analysis). When the aspect ratio of the cross-section

of the tension coupon was increased from 1 to 5,

these two FE-computed curves start to diverge at the

average axial true strain of about 0.42, indicating a

higher degree of strain localization inside the neck

region of the tension coupon with a large aspect ratio

(which shows faster apparent softening behavior). So

tension coupons with a tapered geometry and a

reduced aspect ratio are thus preferred to be used in

the experimental measurements and associated

numerical simulations for obtaining the effective true

stress–true strain curve of a ductile sheet metal at

very large strains.

The correction methods with direct finite element

analyses used by (Zhang and Li 1994; Ling 1996;

Joun et al. 2008) and by us here strike a proper

balance between the requirements for accuracy and

robustness and the needs for reduced computational

cost and complexity by using the reduced experi-

mental data. The hybrid experimental and numerical

methods using the whole field displacement mea-

surement data as the target for finite element analysis
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section on the computed average axial true stress–true strain

curves. The material is the heat-affected zone of a dual-phase

steel DPS600 (the same as the miniature steel tension bar)
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results such as the one used by Kajberg and Lindkvist

(2004) are often too complex and costly as their so-

called objective function was based on the entire field

of displacement and strain measurements. As the

displacement field data outside the actively deform-

ing material inside the neck region become less

useful anyway for characterizing the material defor-

mation behavior at large strains, such methods may

not obtain improved results with additional complex-

ity and cost. The iterative correction procedure

described in this study is however much superior as

it uses the locally measured average axial true stress–

true strain curve as the target in the iterative

correction steps. The global load-displacement com-

monly used by other correction methods (e.g., Ling

1996) becomes less reliably as the diffuse neck

initiates and eventually develops into the localized

mode in a sheet metal. On the other hand, the local

axial true stress–true strain curve is measured directly

off the actively plastic straining material (even inside

a localized neck if the spatial resolution of digital

images is sufficiently high) and is less affected by any

possible irregular boundary loading conditions at the

two gripping ends according to the St. Venant’s

principle (as the neck is usually furthest away from

either gripping end in a tension test). Unlike the

proposed methods of using step-by-step iterative

corrections inside a single finite element analysis

(Zhang and Li 1994; Joun et al. 2008), the current

procedure is suitable for use with any general-

purpose commercial finite element program as the

correction steps are carried out in a post-processing

step.

Compared with some simple correction methods

recently proposed in the literature (Zhang et al. 1999;

Scheider et al. 2004; Yang and Tong 2008), the

correction methods of using direct finite element

analyses of a tension test are still more complex and

costly besides the need for accessing a finite element

analysis program. However, within the limit of the

experimental measurement and numerical analysis

errors and the validity of the assumed material

constitutive model, the finite element analysis based

methods would always produce more accurate and

reliable results. The iterative correction procedure is

applicable to tension tests of any coupon geometries

and can be easily extended to other types of

mechanical tests as well. Once a finite element model

is developed for a given tension coupon geometry and

the associated hybrid experimental and numerical

data analysis procedure is implemented, the current

correction method can be used on a routine basis with

relative easy and low cost. In fact, one can even

combine these two correction approaches to more

efficiently obtain the accurate effective true stress–

true strain curves of sheet metals: one can first use

one of the simple correction methods such as the one

suggested by Yang and Tong (2008) to correct the

average axial true stress–true strain and then use it as

a better initial guess of the effective true stress–true

strain curve into a finite element analysis of the

tension test. If the initial correction is indeed

sufficiently accurate, then the results of the finite

element analysis should show no need for further

correction and can thus be served as a quality control

and assessment tool of the simple correction method.

Otherwise, further corrections can be carried out

following the iterative procedure described in this

study (see Sect. 3.2). As one expects, this improved

procedure of the predictor-corrector method may only

require no more than a total of two finite element

analysis sessions to obtain the accurate effective true

stress–true strain curve of a sheet metal. As general-

purpose commercial finite element analysis programs

become increasingly available in research labs and

industrial design firms, the advantages and superior

results by the finite element analysis based correction

method proposed in this study can be readily realized

for improved design applications.

In summary, by using the experimentally mea-

sured average axial true stress–true strain curve

�rE
x ð�exÞ as the initial guess of the effective true

stress–true strain curve of a sheet metal material in a

finite element analysis of a uniaxial tension test of the

material, the accurate effective true stress–true strain

curve can be obtained quickly by the iterative

correction procedure presented here. The objective

of the iterative correction procedure applied to the

successively corrected effective true stress–true strain

curves is to minimize the difference between the

experimentally measured and FE-calculated average

axial true stress–true strain curves. In particular, it

can be carried out after each finite element analysis

session outside the finite element program. The final

effective true stress–true strain curve can be deter-

mined for arbitrarily general strain hardening

behavior of a sheet metal as no specific analytical

strain-hardening model is assumed, which is the case
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in Ling (1996), Kajberg and Lindkvist (2004). Once

the final effective true stress–true strain curve is

obtained as a set of discrete data points, one can

always carry out a curve-fitting routine to find the

proper material parameters for one of strain harden-

ing models such as the ones used by Ling (1996),

Kajberg and Lindkvist (2004), Dan et al. (2007),

Yang and Tong (2008).

Acknowledgments The author would like to thank Dr. X. Li

for his early experimental and analysis work and Dr. S. Y.

Yang for helpful discussions.

References

ABAQUS/Analysis User’s Manual, Version 6.4, Hibbit,

Karlsson and Sorensen, Inc., Pawtucket, RI, USA (2003)

ANSYS release 11.0 documentation for ANSYS, ANSYS, Inc.,

275 Technology Drive, Canonsburg, PA 15317, USA (2007)

Bridgman, P.W.: Studies in Large Plastic Flow and Fracture.

McGraw-Hill, New York (1952)

Dan, W.J., Zhang, W.G., Li, S.H., Lin, Z.Q.: An experimental

investigation of large-strain tensile behavior of a metal

sheet. Mater. Des. 28, 2190–2196 (2007)

Duan, X., Jain, M., Metzger, D.R., Wilkinson, D.S.: A unified

finite element approach for the study of post-yielding

deformation behavior pf formable sheet metals. ASME J.

Press. Vess. Tech. 129, 689–697 (2007)

Dunne, F., Petrinic, N.: Introduction to Computational Plas-

ticity. Oxford University Press, USA (2005)

Fish, J., Belytschko, T.: A First Course in Finite Elements.

Wiley, New York (2007)

Hill, R.: On discontinuous plastic states, with special reference

to localized necking in thin sheets. J. Mech. Phys. Solids

1, 19–30 (1952)

Hutchinson, J.W., Miles, J.P.: Bifurcation analysis on the onset

of necking in an elastic-plastic cylinder under uniaxial

tension. J. Mech. Phys. Solids 22, 61–71 (1973)

Joshi, R.B., Bayoumi, A.E., Zbib, H.M.: The use of digital

processing in studying stretch-forming sheet metal. Exp.

Mech. 32(2), 117–123 (1992)

Joun, M., Eom, J.G., Lee, M.C.: A new method for acquiring

true stress–strain curves over a large range of strains using

a tensile test and finite element method. Mech. Mater. 40,

586–593 (2008)

Kajberg, J., Lindkvist, G.: Characterization of materials sub-

jected to large strains by inverse modeling based on in-

plane displacement fields. Int. J. Solids Struct. 41, 3439–

3459 (2004)

Kalpakjian, S.: Manufacturing Processes for Engineering Mate-

rials, 2nd edn. Addison-Wesley, Reading, Massachusetts

(1991)

Kojic, M., Bathe, K.J.: Inelastic Analysis of Solids and

Structures. Springer-Verlag, New York (2004)

Ling, Y.: Uniaxial true stress–strain after necking. AMP J.

Tech. 5, 37–48 (1996)

Marya, M., Hector, L.G., Verma, R., Tong, W.: Microstructural

effects of AZ31 magnesium alloy on its tensile deformation

and failure behaviors. Mater. Sci. Eng. A418, 341–356 (2006)

Nichols, F.A.: Plastic instabilities and uniaxial tensile ductilities.

Acta Metall. 28, 663–673 (1980)

Poortmans, S., Diouf, B., Habraken, A., Verlinden, B.: Cor-

recting tensile test results of ECAE-deformed aluminum.

Scripta Mater. 56, 749–752 (2007)

Richmond, O., Devenpeck, M.L., Morrison, H.L.: A tapered

tension specimen for measuring sheet stretchability. In:

Novel techniques in metal deformation testing. Proceed-

ings of a symposium held at the fall meeting of the

metallurgical society of AIME, pp. 89–98, St Louis, MO,

USA (1983)

Scheider, I., Brocks, W., Cornec, A.: Procedure for the deter-

mination of true stress–strain curves from tensile tests

with rectangular cross-section specimens. ASME Trans. J.

Eng. Mater. Tech. 126, 70–76 (2004)

Segal, V.M., Ferrasse, S., Alford, F.: Tensile testing of ultra fine

grained metals. Mater. Sci. Eng. A 422, 321–326 (2006)

Simo, J.C., Hughes, T.J.R.: Computational Inelasticity, 2nd

edn. Springer-Verlag, New York (2000)

Smith, B.W., Li, X., Tong, W.: Error assessment for strain

mapping by digital image correlation. Exp. Tech. 22(4),

19–21 (1998)

Tao, H.: Plastic deformation and fracture behaviors of resis-

tance spot-welded dual-phase steel and laser-welded

aluminum sheet metals. Ph.D. Thesis, Department of

Mechanical Engineering, Yale University, New Haven,

CT (2006)

Tong, W., Zhang, N.: An experimental investigation of necking

in thin sheets. In: Proceedings of the ASME Manufacturing

Engineering Division MED, vol. 12, pp. 231–238 (2001)

Tong, W., Zhang, N.: On the serrated plastic flow in an AA5052-

H32 sheet. ASME J. Eng. Mater. Tech. 129(2), 332–341

(2007)

Tong, W., Tao, H., Jiang, X., Zhang, N., Marya, M., Hector,

L.G., Gayden, X.Q.: Deformation and fracture of miniature

tensile bars with resistance spot-weld microstructures.

Metall. Mater. Trans. 36A, 2651–2669 (2005)

Tong, W., Hector, L.G., Dasch, C., Tao, H., Jiang, X.: Local

plastic deformation and failure behavior of ND:YAG laser

welded AA5182-O and AA6111-T4 aluminum sheet

metals. Metall. Mater. Trans. 38A, 3063–3086 (2007)

Tvergaard, V.: Necking in tensile bars with rectangular cross-

section. Comp. Meth. Appl. Mech. Eng. 103, 273–290 (1993)

Yang, S.-Y., Tong, W.: A finite element analysis of a tapered

flat sheet tensile specimen. Exp. Mech. (2008, in review).

Zhang, K.S., Li, Z.H.: Numerical analysis of the stress–strain

curve and fracture initiation for ductile materials. Eng.

Frac. Mech. 49(2), 235–241 (1994)

Zhang, N., Li, X., Tong, W.: An improved experimental

technique for determining plastic stress–strain curves at

large tensile strains. In: Proceedings of the SEM IX

International Congress on Experimental Mechanics,

pp. 123–126. Orlando, FL, 5–8 June 2000

Zhang, Z.L., Hauge, M., Odegard, J., Thaulow, C.: Determin-

ing material true stress–strain curve from tensile

specimens with rectangular cross-section. Int. J. Solids

Struct. 36, 3497–3516 (1999)

26 H. Tao et al.

123



Zhang, Z.L., Odegard, J., Sovik, O.P., Thaulow, C.: A study on

determining true stress–strain curve for anisotropic

materials with rectangular tensile bars. Int. J. Solids

Struct. 38, 4489–4505 (2001a)

Zhang, Z.L., Odegard, J., Sovik, O.P.: Determining true stress–

strain curve for isotropic and anisotropic materials with

rectangular tensile bars: method and verifications. Comp.

Mater. Sci. 20, 77–85 (2001b)

An iterative procedure for determining effective stress–strain curves of sheet metals 27

123


	An iterative procedure for determining effective �stress-strain curves of sheet metals
	Abstract
	Introduction
	Materials and experimental procedure
	The finite element analysis
	Finite element models of tension test coupons
	The iterative correction procedure

	Results
	Discussions and conclusion
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


