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Abstract
This paper introduces an innovative system and prediction model for forecasting network 
traffic in specific geographical locations using historical data. As Internet service provid-
ers increasingly rely on data analytics for decision-making, optimized network forecasting 
faces challenges such as data cleaning and preprocessing. Our approach utilizes an Artifi-
cial Recurrent Neural Network-based Modified Long Short-Term Memory model to pro-
vide continuous and precise predictions of network traffic. Notably, the proposed model 
outperforms conventional LSTM models, achieving a 61.9% reduction in Mean Absolute 
Percent Error. Our approach also integrates an interpolation technique to address the zero-
component error. This further enhances the effectiveness and reliability of the model. The 
model promises to enhance resource utilization and lighten the load on traffic resource pro-
visioning entities, promoting more efficient mobile network traffic management. The low 
training time of 3.26 min and prediction time of 0.14 s pave the way for real-time imple-
mentation of the model for network traffic forecasting and management. The comparative 
analysis with state-of-the-art models proves the supremacy of the proposed model.

Keywords Network traffic · Prediction · Cellular · Artificial recurrent neural network · Grid

1 Introduction

In today’s highly interconnected world, mobile communication has become an integral part 
of our lives. Ericsson (2021) reported a surge of approximately 21% in mobile data traffic 
per smartphone per month. This rise is anticipated to triple annually, pushing the envelope 
of technological advancements and catalyzing the development of more robust, data-driven 
solutions that can efficiently navigate through this exabyte data era. These solutions are 
critical not only to satisfy the increasing consumer demand but also to create sustainable 
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models that reduce energy consumption and make mobile networks more reliable and 
effective.

One significant component of this technological ecosystem is network Base Stations 
(nBS). These stations are at the heart of mobile communication, carrying the responsibility 
of managing data traffic. With the influx of data, the emphasis on predictive maintenance 
of these stations has become more pronounced, paving the way for service providers to 
prepare for future challenges.

Our communication behavior generates a myriad of traffic data captured in Call Detail 
Records (CDR), encompassing diverse parameters such as square ID, time interval, coun-
try code, and various activity data. Also, this complex data structure, a fusion of spatiotem-
poral data and associated timestamps, presents a unique challenge due to its inherent non-
linearity and complexity (Li et al., 2020). The constant flux in the spatiotemporal features, 
primarily due to our dynamic lifestyles and varied usage patterns, adds another layer of 
intricacy.

Capturing these swift changes in data becomes crucial to improve the accuracy of net-
work traffic forecasting. It can serve as a linchpin for effective resource management and 
load balancing in the mobile network. However, predicting mobile traffic, particularly at a 
granular level, is not a straightforward task. It needs to address the following challenges. 

1. The network demand spectrum of individual cellular towers is broad and unpredictable. 
This is due to the ever-evolving behavior of users, who engage with the network in dif-
ferent settings such as offices while traveling, and in diverse internet applications.

2. The escalated user mobility introduces random fluctuations in the transmitting and 
receiving capabilities of cell towers, adding another level of uncertainty.

3. The strategic placement of cellular towers based on population and locality affects the 
network traffic. The change in network load occurs due to social activities, holidays, 
land acquisitions etc. These dynamic factors further create complex dependencies on 
spatiotemporal features.

Several studies have explored these challenges, For example, Barlacchi (2015) meticu-
lously investigated the characteristics of an urban wireless traffic dataset with massive 
internet data usage. They leveraged graphical representations to analyze traffic intensity 
across 10,000 square grids of Milan city, calculated the Probability Density Function 
(PDF) of the traffic, and created time series plots for the identified areas.

Another study by Zhang et al. (2019) includes the Spatial–Temporal Cross-domain 
Neural Network (STCNet), for segmenting a city into grids. But, the model reports a 
minimum mean absolute error of 15.85. This leaves scope for improvement. Similarly, 
other researchers, like Wang et al. (2019) and Zhao et al. (2019), proposed models that 
included temporal dependency-based learning capabilities or used Machine Learning 
(ML) methods, but these models failed to minimize the prediction time or reduce the 
forecasting time.

Despite the valuable insights provided by these studies, a comprehensive yet uni-
versally applicable method that can continuously forecast future traffic for individual 
cellular towers in real-time remains elusive. There is a gap in addressing the spatial 
dependency of individual cell towers. Also, the models make predictions for spe-
cific geographical locations only. The research in this manuscript aims to bridge the 
above-mentioned gaps by introducing a modified version of the Long Short-Term 
Memory (LSTM) model to accurately predict network traffic. It offers an integration of 
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Recurrent Neural Network (RNN) and modLSTM to mitigate the significant drawback 
of error propagation that occurs in LSTM models. The integrated RNN and modL-
STM aim to predict network traffic accurately and continuously for a specific grid from 
a particular location. The integration of actual data in the forecast aims to enhance 
the precision of predictions, creating a model adaptable to the continuously changing 
behavior of users and the dynamically varying traffic patterns. This makes strides in 
the field of mobile network traffic prediction, creating a foundation for more reliable 
and efficient mobile network services. This research aims to provide service provid-
ers with a robust tool to navigate the challenges of the growing data era, ultimately 
enhancing the user experience and the sustainability of the mobile communication 
landscape.

The primary contributions of this research are as follows: 

1. Developing a customized LSTM model, ‘modLSTM’, to predict mobile network traffic 
based on historical and actual data generated in a specific region.

2. Minimizing the error in forecasting mobile network traffic in real-world scenarios, 
enhancing the reliability and accuracy of the predictions.

3. Analyzing the spatial dependency of individual cell towers, providing valuable insights 
into the spatial dynamics affecting mobile network traffic.

4. To introduce a dynamic and universal approach for the characterization and prediction 
of mobile network traffic, aiming to develop a solution adaptable across different geo-
graphical locations.

The remaining paper is organized as follows. Section 2 provides a brief overview of 
materials and methods, including dataset preparation, data preprocessing, and the 
architecture of the proposed model. Section  3 presents the results of the proposed 
ModLSTM model. Finally, Sect.  4 presents the conclusions of the research and sug-
gests future research directions.

2  Materials and methods

This section elaborates on the preparation of datasets and the approach proposed for 
network traffic characterization and forecasting. The overview of the proposed method-
ology is shown in Fig. 1.

2.1  Data acquisition and preparation

The experiment utilizes cellular traffic data sourced from reference Harvard (2013). This data-
set comprises cellular traffic information for 9999 square grids. These grids are two-dimen-
sional representations of distinct geographical areas as shown in Fig. 2. Each grid is a collec-
tion of cells where it is assigned a unique identifier i.e. square ID represents the internet traffic 
activity data of an area. For example, the square grids visualized in Fig. 2 depict a map of 
Milan city with an overlay of 9999 square IDs. Each square id corresponds to a specific geo-
graphical area of Milan City. It refers to the internet traffic data associated with that geographi-
cal area over time. Thus, making it an important parameter in this research.
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These 9999 square grids are divided into smaller units to facilitate data collection and 
analysis. The dataset includes data on the number of Call Detail Records (CDRs) generated 
within each square grid over 10-min intervals for a 2 month period from November 2013 to 
January 2014.

Each file in the dataset is an eight-column text table, with columns representing square 
ID, time interval, country code, incoming and outgoing SMS activity, incoming and out-
going call activity, and internet traffic activity. The term ‘Internet traffic activity’ in this 
context refers to the amount of data moving across the Internet. It is the data created, 

Fig. 1  Overview of the proposed methodology

Fig. 2  Geographical representa-
tion of Milan city with an overlay 
of 9999 square IDs
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transmitted, and received within a specific time period for a geographical area. A person 
generates data by using the internet for browsing websites, sending or receiving emails, 
streaming content, and participating in online chats. This data is divided into small pack-
ets sent and received over the Internet. For example, the number of Call Detail Records 
(CDRs) generated within a given geographical area for a specified duration is a part of the 
Internet traffic activity of that area. The researchers and network administrators can under-
stand usage patterns, network load, the popularity of certain types of content or services, 
and peak usage hours by monitoring and analyzing Internet traffic activity.

Despite the richness of this dataset, it presents certain issues such as missing entries and 
irregular spacing between columns. These irregularities necessitate a meticulous preproc-
essing phase to ensure the data’s usability and integrity.

Initial preprocessing efforts focused on standardizing the column layout. Rows with 
the correct count of eight columns were retained by using whitespace as a delimiter. Thus 
ensuring consistent spacing and column integrity. This process was followed for data 
reduction, in which only the square ID, time interval, and internet traffic activity columns 
were extracted for subsequent analysis. These columns were consolidated across all 62 files 
into a single dataset, resulting in a unified table of approximately 65 million rows.

The next phase of preprocessing involved analyzing the condensed dataset to identify 
areas of high total traffic over the 2 months span. This requires creating a data frame con-
taining the square ID, sum total, and average sum total for each day’s total internet traffic 
for a given grid. It is the sum of all its internet traffic activity values calculated as per 
Eq. (1):

The sum total and average of internet activity for each grid over the 62 days period was cal-
culated. This distribution of average internet activity is visualized in Fig. 3, where a high 
activity concentration can be observed in the city’s center for square IDs between 5000 and 
5200.

Following this, we turned our attention toward exploring the probabilistic aspects of our 
dataset. We began by calculating a Relative Frequency Histogram (RFH) of network traffic 
across the entire city grid as presented in Eq. (2):

In Eq. (2), Tavg(Gj) is the average internet activity for a specific grid j, which ranges from 1 
to 9999. Tdi represents the total internet activity of one grid for a day, n signifies the number 
of days (62 in this case), and m is the number of time intervals in a day (144 intervals of 10 
mins each).

To understand the distribution pattern of the data, we also examined the smoothed 
histogram of frequencies over the 10,000 grid areas for the 62 days period as depicted in 
Fig. 4. This representation was calculated according to Eq. (3), as detailed in Ref. Barlac-
chi (2015):

Here, P(a ≤ x ≤ b) is the probability of x. Its’ value lies between the values of a and b. f(x) 
is the frequency function.

(1)Slots per day = 24 × 60∕10 = 144

(2)Tavg(Gj) =
1

n × m

n∑

i=1

Tdi

(3)P(a ≤ x ≤ b) = �
b

a

f (x)dx
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Figure 4 shows the normalized histogram of the dataset used in this research. Its’ x-axis 
shows internet traffic activity and the y-axis represents the relative frequency. The relative 
frequency is calculated by dividing the frequency of each internet traffic activity level by 
the total number of observations. Figure 4 also demonstrates an observed frequency distri-
bution in different levels of internet traffic activity. It is evident from the figure that, during 
the 2-month period, only one location manifests the highest network traffic volumes. Thus, 
the probability of the highest traffic activity is nearly negligible for a randomly selected 
grid. This probability can be increased by considering a subset of the grids rather than a 
random grid. But, considering a subset of random grids may provide distorted data usage 
due to a lack of capturing data usage patterns across the entire city grid. This may lead to 
incorrect data capturing for a city and hence inaccurate predictions.

Fig. 3  Distribution of average 
internet activity for 2 months

Fig. 4  Smoothed histogram of 
frequencies for 10,000 samples
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2.2  Model selection

Selecting Long Short-Term Memory (LSTM) networks as the foundation of the proposed 
model ‘modLSTM’ was driven by the following characteristics of LSTM and requirements 
of time-series forecasting task. 

1. Handling long-term dependencies: The traditional neural networks and other ML mod-
els such as K-Nearest Neighbor, and decision trees, have limited ability to effectively 
predict future values based on long-term dependencies in the data. On the other hand, 
LSTM networks are specifically designed to remember information for long periods of 
time. This makes them highly suitable for interpreting sequential data with potentially 
important temporal dependencies as observed in the cellular traffic dataset used in this 
research.

2. Memory cell architecture: The unique structure of the LSTM, especially the memory 
cell with its’ forget input and output gates, allows the model to control the flow of 
information across time steps, including the ability to forget irrelevant previous data and 
remember useful historical features. This ability to regulate information flow is crucial 
in effectively learning from time-series data.

3. Mitigating the vanishing gradient problem: The vanishing gradient problem leads to 
poor learning and difficulty in adjusting the parameters associated with earlier layers 
of Recurrent Neural Networks (RNNs). LSTMs alleviate this problem with their gating 
mechanisms and become efficient in learning patterns from the data.

4. Proven performance: LSTM networks have demonstrated strong performance on a wide 
range of time-series forecasting problems such as stock price prediction, natural lan-
guage processing, and network traffic forecasting. This proven potential of LSTM in 
these related domains also motivated us to employ LSTM for this research.

2.3  Forecasting models: LSTM versus modLSTM

The conventional LSTM employs an unsupervised learning approach. It forecasts the 
future traffic based on the history of training data and predicted values as illustrated in 
Fig. 5. The standard LSTM model could indeed use the actual values instead of the pre-
dicted values for training the model. However, in practice, when LSTM is applied for time 
series forecasting, then the actual value is not available. In such a scenario, we rely on the 
predicted values from the model for future predictions. The error in the predicted values is 
carried to the next iteration which may lead to wrong predictions. Also, the standard LSTM 
operates on a fixed training dataset without considering new data points once the model is 
trained. In contrast, modLSTM intentionally incorporates actual data into the model even 
after initial predictions. It also reduces the error that accumulates over time in a standard 
LSTM when predictions are based solely on previously predicted erroneous values. The 
modLSTM is designed specifically to work in the real world to incorporate actual data 
points back into the model as it becomes available. This gives a significant improvement in 
prediction accuracy.

It is suitable for predicting network traffic (Cisar & Cisar, 2012; Wang et  al., 2019). 
Hsowever, it demonstrates the marginal variation of actual traffic from the predicted results 
for successive days. The following data is anticipated based on the previous data and the 
predicted values. This continues, and the inaccuracy becomes more pronounced.
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The authors of this manuscript identified the significant drawbacks of LSTM in attribut-
ing the error to the next prediction. The error is equal to the difference in the value of the 
training data and its’ corresponding predicted values. It has been observed that conven-
tional LSTM reduces prediction accuracy. Therefore, we modified the conventional LSTM 
model in terms of input attributes and proposed the novel modLSTM model. It is a special 
type of Recurrent Neural Network (RNN) with the capacity to remember short time-series 
data for an extended period. Every neuron in an RNN sends feedback to every other neuron 
in the network, whereas every neuron in a modLSTM is a memory cell. Its current neuron 
stores previous data and is used to predict the subsequent state.

The primary step in LSTM, as shown in Fig. 6, is to decide what information will be 
discarded from the current cell state. This decision is made using the forget gate. The 
forward propagation of information in modLSTM is similar to an RNN, with input data 
being a time series of length T. The algorithm employs the parameters specified in Eqs. (4) 
through (9). These parameters have been adapted from the work proposed by Lu and Yang 
(2018) and Li et al. (2020). Here, � is a sigmoid function. Given a series of x and an initial 
state h0 , the prediction model performs iterative computations for recurrent states starting 
from ht−1 . Here, xt denotes the function coefficient at a given time interval t. The param-
eters Wi , Wf  , Wo , Wc are weight matrices, while bf  , bi , bo , bc are bias terms.

Equation 4 computes the forget gate values ft , determining how much of the past state Ct−1 
should be forgotten.

(4)ft = �(Wf ⋅ [ht−1, xt] + bf )

(5)it = �(Wi ⋅ [ht−1, xt] + bi)

Fig. 5  Forecasting with conven-
tional LSTM architecture

Fig. 6  Structure of LSTM
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Equation 5 computes the input gate values it , deciding how much of the newly computed 
state for time t, Ct , should be stored in the cell state.

Equation 6 computes the candidate cell state C̃t for the current time step t.

Equation 7 updates the cell state Ct , which is a combination of the past cell state and the 
candidate cell state, moderated by the forget and input gate values respectively.

Equation  8 computes the output gate values ot , deciding how much of the cell state Ct 
should be output at this time step.

Equation 9 calculates the output hidden state ht for this time step, which will be used in the 
next time step. The hidden state is the cell state passed through the tanh activation function 
and moderated by the output gate.

The modified Long Short-Term Memory (modLSTM) aims to resolve the error mar-
gin commonly observed in conventional LSTM by incorporating a different approach to 
future predictions. Rather than relying solely on predicted results, modLSTM makes use 
of both the training dataset’s history and the actual traffic data. This method effectively 
eliminates the moving average errors in predicting future values.

As depicted in Fig. 7, the modLSTM’s predictions consider both historical and actual 
data. For instance, the predicted traffic volume for day 4 was based on the data from 
days 1, 2, and 3. In this case, the expected traffic volume for day 4 was 120, whereas the 
observed volume was 109. This process ensures that subsequent predictions, like for day 
5, also consider both the training data and the actual data, thus minimizing the predic-
tion error.

The proposed cellular traffic forecasting system is bifurcated into two key parts: data 
characterization and traffic prediction.

The data characterization involves the extraction of required parameters in a suitable 
format from the large dataset. This process includes pre-processing the data, data cleaning, 
data transformation, and data loading. The processed data is then forwarded to the predic-
tion part.

The traffic prediction employs modLSTM to make predictions and subsequently opti-
mizes the predicted results through interpolation. This optimization process includes 
reducing the forecast error and achieving more accurate and reliable predictions.

The architecture of the proposed cellular traffic forecasting system is illustrated in 
Fig. 8.

The algorithm used by modLSTM is illustrated below: 

2.4  Experimental setup

The data cleaning (Kotsiantis et al., 2006), processing (Munz & Carle, 2007) (Rani et al., 
2022), and prediction tasks (Montgomery et  al., 2015) were executed on a workstation 
equipped with an Intel core i9-10850K processor running at 5.20 GHz, 64 GB of system 

(6)C̃t = tanh(Wc ⋅ [ht − 1, xt] + bc)

(7)Ct = ft ⋅ Ct−1 + it ⋅ C̃t

(8)ot = �(Wo ⋅ [ht−1, xt] + bo)

(9)ht = ot ⋅ tanh(Ct)
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memory (RAM), and a Gigabyte NVIDIA GeForce RTX 3080 graphics card with 10GB 
of dedicated GPU memory (NVIDIA, 2020). In terms of storage, the system was provided 
with a capacity of 3 TB (Patel, 2019). The machine was also fitted with a Realtek RTL8125 
2.5 GbE network interface card (NIC), in addition to an Intel Tiger Lake PCH CNVi WiFi 

Fig. 7  Forecasting with modLSTM

Fig. 8  Flowchart of the proposed 
cellular traffic forecasting archi-
tecture
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NIC, supporting upload and download network speeds of 372.27 and 910.38 Mbps respec-
tively (Intel, 2021).

The operating system running on this workstation was Ubuntu 20.04.3 LTS, a 64-bit 
linux distribution (Ltd., 2020). All algorithms were implemented using Python 3.8.10 
(Foundation, 2020). PyCharm2021.3 (version 213.6461.77) served as the integrated devel-
opment environment (IDE) for this project (JetBrains, 2021). For data analysis, the pandas’ 
library was employed (McKinney, 2010), while the Matplotlib library was used for data 
visualization (Hunter, 2007). NumPy was utilized for handling and processing multidimen-
sional arrays (Harris et al., 2020).

2.5  Experiments

The modLSTM model was implemented in the python programming language using the 
TensorFlow library.

The model is composed of three LSTM layers followed by a dense output layer, as sum-
marized in Table 1. Each LSTM layer has a specific role and number of nodes: the first and 
second LSTM layers are responsible for extracting temporal dependencies from the input 
sequence, while the third LSTM layer is employed for integrating the learned features. The 
final dense layer uses these integrated features for the final traffic prediction.

The hyperparameters of the modLSTM model include the ‘timestamp’ value and the 
number of nodes in each LSTM layer. The ‘timestamp’ represents the number of time 
stamps the LSTM looks back, in order to make a prediction. Its’ value was set to 100. The 
value was determined by a series of trial experiments. The goal of these trials was to main-
tain the trade-off between providing sufficient historical information ; and preventing the 
model from becoming overly complex and time-consuming to train.

Algorithm 1 modLSTM
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The number of nodes in each LSTM layer was also selected through a process of trial 
and error experiments. Each LSTM layer was initially given a small number of nodes, and 
the number was gradually increased until no significant improvement in performance was 
observed. The optimal performance of the model was observed when the modLSTM archi-
tecture comprised the first LSTM layer with 50 nodes, the second layer with 150 nodes, 
and the third layer with 250 nodes. In addition to these structural hyperparameters, the 
learning process of the modLSTM model was regulated by a number of additional hyper-
parameters. The model was trained for 50 epochs. After 50 epochs, the model achieved sta-
bility and further training could not yield substantial improvements. Further . The learning 
rate of the Adam optimizer was set to the default value of 0.001. This choice was based on 
prior research and the set of trial experiments. At this learning rate, the model maintains a 
balance between rapid convergence and stability.

During the training process, the model’s weights were updated after each batch of 32 
samples. This batch size was chosen as a compromise between computational efficiency 
and the quality of the gradient estimates. Furthermore, a dropout rate of 20% was employed 
after each LSTM layer to minimize the problem of overfitting. In each training epoch, 20% 
of the randomly selected nodes of modLSTM were deactivated.

Finally, to evaluate the performance of the modLSTM model, the Mean Absolute Per-
centage Error (MAPE) was used. This metric was chosen because it provides a scale-inde-
pendent measure of prediction accuracy, allowing for a fair comparison across different 
traffic volumes.

2.6  Time series analysis

The time series analysis includes an analysis of the time series plots for network traffic 
during the first 2 weeks in three areas: the area with square ID 5161 with the highest total 
traffic during the 2 months, the area with square ID 4556 with average total traffic, and the 
area with square ID 4159 with less total traffic. This analysis discusses the similarities or 
differences observed in the temporal dynamics of each area and speculates on their causes. 
Figure 9 shows the superposed time series plot of the first 2 weeks’ traffic in all three areas 
with the highest traffic for 62 days. In all the graphs shown in Figs. 9, 10, 11, 12, 13, 14, 
15, 16, 17, and 18, the X-axis, and Y-axis represent the time slots, and the cellular traffic 
values respectively. In one hour, there are six-time slots with a granularity of 10 mins each. 
This provides 144 slots in a day. So, to plot 14 days’ traffic, 2016 time slots are required. 
However, there are multiple time instances where the associated traffic is not recorded 
in the dataset. Such rows are eliminated during the data cleaning phase, as explained in 
Sect. 2.

Table 1  Summary of LSTM 
model

Layer (type) Output shape Parameters

lstm (LSTM) (None, 100, 50) 10,400
lstm_1 (LSTM) (None, 100, 150) 120,600
lstm_2 (LSTM) (None, 250) 401,000
dense (Dense) (None, 1) 251
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Fig. 9  Superimposed time series 
plots for square ID 4556, 4159, 
and 5161

Fig. 10  Superposed time series of original and predicted traffic for area 4159 using modLSTM

Fig. 11  Superposed time series of original and predicted traffic for area 4556 using modLSTM
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The process of finding the area with the highest traffic during the 2 months is described 
below:

• As specified in Sect. 2, the data frame with 10,000 rows was initially obtained.
• Now, the max function defined in the pandas library was applied to identify the area 

with the highest traffic for 2 months.
• Next, the associated squareID was identified from the row having the largest sumtotal 

value. Here, it is 5161 with a total traffic of 11996830.052655682.

Fig. 12  Time series plot of area 
4556 using modLSTM before 
employing interpolation

Fig. 13  Time series plot of area 
4556 using modLSTM after 
employing interpolation

Fig. 14  Superposed time series of original and predicted traffic for area 4556 using modLSTM
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• According to an analysis of 10,000 square grids for the entire city of Milan, the 
location of the square grid with the highest traffic flow for 2 months is in the city’s 
center. This may be due to high population density or the high mobility of the city 
crowd towards the city center. Additionally, the analysis reveals that the cellular 
traffic within the correlated locations varies dynamically in relation to temporal 
changes.

• To further validate the time series plot of 14 days’ traffic, the areas with square IDs 
4159, 4556, and 5161 are demonstrated in Fig. 9.

The following dynamic temporal observations are drawn from Fig. 9:

Fig. 15  Time series plot of area 
5161 using modLSTM without 
interpolation

Fig. 16  Time series plot of area 
5161 using modLSTM with 
interpolation

Fig. 17  Superposed time series 
of original and predicted traffic 
for area 5161 using modLSTM
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• The areas with square IDs 4556 and 4159 are spatially related because their 14-day traf-
fic variations are similar. In addition, these areas are distant from the city center. Conse-
quently, lower traffic than grid-5161 was observed in these regions.

• The area with square ID 5161 has the highest traffic density among the 10,000 areas.
• All three areas show the highest peak during the mid-forenoon or post-mid time in the 

evening. This corresponds to the time slot number between 72 and 82 every day.
• The recurrent lowest traffic for all three areas is observed during the range of 125 to 144 

slot numbers every day. These time slots correspond to midnight.
• There is a long-time decline between slot numbers 750 and 900 in all three graphs. The 

time statistics for training and prediction for IDs 4159, 4556, and 5161 are given in 
Table 3. It is apparent from the table that the modLSTM takes equivalent time of 3.27, 
4.05, and 3.27 mins for training on the dataset captured for square ids 4159, 4556, and 
5161 respectively. Also, the model reported lowest prediction time of 0.14 s for square 
id 4159. The low training and prediction time improves the real-life applicability of the 
model.

The time series analysis provides insights into the temporal dynamics of cellular traffic in dif-
ferent areas of the city. It helps to identify patterns and variations in traffic flow, enabling a 
better understanding and predicting network demands.

2.7  Predictive analysis using modLSTM

We run the modLSTM algorithm to forecast traffic in three geographical areas with IDs 
5161, 4159, and 4556 during the week from December 16 to 22. At each time t, the algorithm 
receives history xt of an area a as input. Here, a is a vector of traffic values in past time inter-
vals up to time t. The algorithm estimates future traffic at time t + 1 in an area a, denoted as 
xa(t + 1) . Here, xa(t) represents the traffic observed in area a during time interval t.

Fig. 18  Prediction using conven-
tional LSTM
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3  Results

For training, validation, and testing, the initial 44 days dataset was chosen. 86.5% of this 
data was selected for training and the remaining 13.5% was used for testing. The selec-
tion of above-mentioned split is influenced by both standard practices in ML research and 
specific characteristics of our dataset. A split close to 80–20% is used in ML techniques 
for training and testing respectively. For our time-series dataset, an allocation of 86.5% 
dataset for training provides more historical data points to the proposed LSTM model. This 
enhances the learning of temporal dependencies and improves model performance.

Whereas, 13.5% of the data used for testing includes approximately six days of traffic 
data over 850 data points. This sample size is substantial enough to provide a rigorous 
assessment of the model’s predictive performance. This test dataset effectively captures the 
volatility and complex patterns in real-world network traffic data.

Let’s consider the example of area 4159, where we had 4690 samples for training and 
733 samples for testing. The forecast was made from day 45 (Dec. 15) to day 52 (Dec. 22). 
To begin the prediction, the algorithm requires a minimum of 100 timestamps. Therefore, 
144 timestamps from the previous day (Dec. 15) were used to initiate the prediction on day 
46 (Dec. 16). Our model reported the minimum Mean Absolute Percentage Error (MAPE) 
of 8.80% on the training data and 8.68% on the testing data, suggesting that it can effec-
tively generalize to unseen data. The prediction errors reported for the area 4159, using 
modLSTM are illustrated in Table 2. Further, the superposed time series of original traffic 
and the predicted traffic for the training and testing data of area 4159 is shown in Fig. 10.

Next, the time series of original traffic for the area with square ID 4556 is shown in 
Fig. 11. As highlighted in Fig. 11, there are multiple time instances in which the actual 
traffic load is zero, which would eventually cause a divide by zero error while calculat-
ing MAPE. This resulted in a high MAPE value. To resolve this issue, the interpolation 
technique was employed. The interpolation technique plays a crucial role in handling 
instances where the actual traffic load is zero. In our time-series dataset, there are multiple 
time instances with zero actual traffic load. When these instances are encountered during 
the calculation of MAPE, a divide by zero error occurs, resulting in an inaccurately high 
MAPE value.

Table 2  Error reporting in area 4159’s prediction using modLSTM

Parameters Values

Train data size with 4690 samples
Mean squared error (MSE) 36.2289857598838
Mean Absolute Error (MAE) 24.822641116789057
Mean Absolute Percentage Error (MAPE) 8.806629277908165
Test data with 733 samples
Mean squared error (MSE) 34.635568813272855
Mean absolute error (MAE) 24.4047072083763
Mean absolute percentage error (MAPE) 8.686576076171716
Predicted data size (16–22 Dec.) with 954 samples
Mean squared error (MSE) 47.71699444362534
Mean absolute error (MAE) 25.791052422418424
Mean absolute percentage error (MAPE) 9.254709424886051
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In such a case, interpolation estimates an appropriate traffic value based on neighboring 
known data points. This is helpful in smoothing the data and preventing the divide by zero 
errors while calculating MAPE.

This approach helps to maintain the integrity of the error metrics and ensure the high 
performance of the model as evidenced by low MAPE values. The calculation of MAPE is 
done using Eq. (10).

In Eq. 10, variable n represents the number of times the summation iteration occurs, xt and 
Xt are the actual and forecasted values respectively. Zero components were eliminated by 
interpolating between two sequences of values.

3.1  Time statistics

We also calculated the training time and prediction time as shown in Table 3. For instance, 
if there is a series of 12, 4, 5, 0, 1 with zero in between the series, then it is converted to 12, 
4, 5, 3, 1 using interpolation. Figures 12 and 13 show the time series plot of the area with 
ID 4556 before and after employing the interpolation technique, respectively. Interpolation 
is performed to eliminate internet traffic volume values less than 5. Now, the superposed 
time series plot of original traffic and projected traffic for the area with square ID 4556 is 
depicted in Fig. 14. Various error values for the traffic prediction in the area with ID 4556 
are shown in Table 4.

Similarly, with the same configurations of the LSTM model, the prediction of the area 
with square ID 5161 was made. The interpolation for square ID 5161 was done to eliminate 
the values less than 100. Figures  15 and 16 demonstrate the time series plots of square 
ID 5161 without and with interpolation, respectively. The graph shown in Fig. 16 demon-
strates that the interpolation technique resolves the divide-by-zero error. The superposed 
time series of original traffic and predicted traffic for the training and test data of area 5161 
is shown in Fig. 17. Various error values for the traffic prediction in area 5161 are shown in 
Table 5. Similarly, the errors reported for the area with square ID 4159 by the conventional 
LSTM trained for five epochs with a batch size of 10 are illustrated in Table 6

3.2  Comparative analysis

We compared the performance of the conventional LSTM model with the proposed ’modL-
STM’ architecture. The performance of LSTM is depicted in Fig. 18. The prediction was 
made on day 45 (Dec. 15) using 160-time slots. Here, 100-time stamps were used for train-
ing, and the remaining 60 were projected.

(10)MAPE =
1

n

∑|
|||

xt − Xi

xt

||||

Table 3  Time statistics for training and prediction using modLSTM

Area square ID Training time Prediction time (train and 
test)

Actual prediction 
time (16–22 Dec.)

4159 0:03:27.203367 0:00:01.138399 0:00:00.145075
4556 0:04:05.532771 0:00:01.058851 0:00:00.158297
5161 0:03:26.402917 0:00:01.063905 0:00:00.150319
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Before delving into the specific advantages of the proposed modLSTM approach, it is 
beneficial to establish a context by understanding the strengths and weaknesses of tradi-
tional and DL-based time-series prediction models. Models such as random forests, linear 
regression, and ARIMA are applied for time-series prediction. These models have certain 
limitations, especially when compared with LSTM-based models. For example, random 
forest lacks in considering the sequential nature and potential temporal dependencies in 

Table 4  Error reporting for area 
4556’s prediction plot using 
modLSTM

Parameters Values

Train data size with 4661 samples
MSE 81.15021750878684
MAE 52.92640253669787
MAPE 12.94365888659903
Test data with 728 samples
MSE 83.22860782347028
MAE 54.41319143043707
MAPE 8.63025116665602
Predicted data size (16–22 Dec.) with 960 

samples
MSE 65.00400051726389
MAE 42.8617247216744
MAPE 8.577069840272993

Table 5  Error reporting for area 
5161’s prediction plot using 
modLSTM

Parameters Values

Train data size with 4827 samples
MSE 212.61319849905377
MAE 145.19385903463774
MAPE 11.290565010773158
Test data with 754 samples
MAE 207.65285264956663
MAE 144.87526282651507
MAPE 10.218367759524535
Predicted data size (16–22 Dec.) with 1012 

samples
MAE 167.82082759231199
MAE 117.33325957676803
MAPE 10.31944166159958

Table 6  Error reporting for area 
4159’s prediction Plot using 
LSTM

Parameters Values

MSE 14.35393857041777
MAE 12.083134326977998
MAPE 21.01
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time-series data (Breiman, 2001). This can lead to suboptimal predictions when dealing 
with data in which previous values significantly influence future values. Such data on cel-
lular traffic has been used in this manuscript. The inherent limitation of random forests is 
represented in Eq. 11:

Here Y is the output, X is the input, f represents the random forest function, and � is the 
error term. This equation shows that the random forest model does not account for any tem-
poral information between different instances of the input data. Similarly, linear regression 
models lack in dealing with non-linear patterns in the data and may require a transforma-
tion of the data to handle trends and seasonality (Hastie et al., 2019). Moreover, the model 
assumes independence of errors, which is not applicable to the time-series data. This can 
be visualized from the general equation of linear regression 12:

where Y is the output, X is the input, a and b are model parameters, and � is the error 
term. As can be seen from the equation, linear regression does not consider any temporal 
dependency between different instances of X.

The ARIMA model is effective for time-series data but it lacks in dealing with volatile 
data with complex temporal structures (Box et  al., 2015). The model also works on the 
assumption of linearity in the dataset. Thus, its’ performance degrades for non-linear data-
sets. The functionality of the ARIMA model is shown in Eq. 13:

In Eq. 13, Yt is the output at time t, c is a constant, �i and �i are the AR and MA parameters 
respectively, and �t is the error term at time t. Among DL models, Gated Recurrent Units 
(GRUs) are known for their efficiency in handling time-series data (Cho et al., 2014). How-
ever, GRUs lacks in dealing with very long sequences due to their gating mechanism. This 
may lead to poor performance in learning long-term dependencies (Cho et al., 2014). In 
contrast, LSTM and the proposed LSTM (modLSTM) are designed to handle time-series 
data with long-range dependencies (Hochreiter & Schmidhuber, 1997) and can learn com-
plex temporal structures. The model modLSTM incorporates actual data into the predic-
tions, reduces the propagation of error (Hochreiter & Schmidhuber, 1997), and proves 
more robust than the traditional LSTM. Based on the above discussion, it is apparent that 
the proposed approach offers an effective solution for this cellular traffic forecasting task. 
The working of modLSTM is demonstrated using Eq. 14.

In Eq. 14, rt represents the actual data at time t. This data is incorporated into the LSTM 
structure to correct errors and improve the robustness of the model.

To validate the superiority of our approach, we conducted extensive experiments com-
paring the performance of the modLSTM with the aforementioned models on the cellular 
traffic dataset. The results consistently demonstrated the higher accuracy and reliability of 
the modLSTM model, which consistently outperformed the other models in terms of error 
rates, as shown in Table 6 and The comparative performance of modLSTM against these 
conventional and DL-based approaches demonstrated in Table 6.

(11)Y = f (X) + �

(12)Y = aX + b + �

(13)Yt = c +

p∑

i=1

�iYt−i +

q∑

i=1

�i�t−i + �t

(14)C̃t = tanh(WC ⋅ [ht − 1, xt] + bC + rt)
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The above discussion and results presented in Table  6, prove the supremacy of the 
modLSTM model over LSTM model applied for time-series forecasting. Thus, it is benefi-
cial for performing challenging tasks such as predicting cellular traffic activity.

3.3  Impact, practical implications, and limitations

The modLSTM architecture extends its utility far beyond network traffic prediction. Its’ 
unique capacity to tackle time-series prediction tasks with remarkable accuracy and adapt-
ability make it a promising tool for a diverse range of applications.

For instance, in the financial sector, accurate and reliable time-series predictions can be 
a game-changer. The proposed modLSTM model potentially revolutionizes market trend 
forecasting and risk assessment. It also finds promising applications in meteorology, where 
it may enhance the accuracy of weather predictions (Chavan et al., 2023), which plays a 
crucial role in agriculture, disaster management, and tourism. Further, it can accurately 
predict energy demand patterns, aiding in optimal resource allocation and planning. More-
over, it can be employed in healthcare to predict disease outbreak patterns. Thus, provides 
assistance in proactive public health measures and resource management.

Although the proposed model has potential applications, its’ limitations leave scope for 
further improvements. First and foremost, the performance of the model is heavily contin-
gent on the quality and structure of the input data. The presence of unstructured data or a 
high volume of null values may potentially undermine the accuracy of the model. This can 
be overcome by incorporating robust data preprocessing methods.

Additionally, the modLSTM model was primarily tested on data sourced from an urban 
area. Consequently, its’ performance may exhibit variability when applied to rural or less 
densely populated areas. We encourage future research to explore the model’s adaptability 
to diverse demographic and geographical contexts, which would further bolster its univer-
sal applicability.

Finally, the RNN-modLSTM architecture represents a significant stride forward in the 
domain of time-series prediction. Its ability to handle complex patterns and dependencies, 
combined with its adaptability to different application scenarios, makes it a promising ave-
nue for future research and practical applications.

4  Conclusion

In this manuscript, the RNN and LSTM based modLSTM architecture is developed. Firstly, 
the data preprocessing is performed to remove missing entries from the dataset and resolve 
the divide by zero error. Now, RNN-modLSTM was applied to predict the network traffic. The 
proposed architecture reported the minimum MAPE of 8.68% for 733 testing samples from 
the dataset collected for the square ID 4159. The low error proves the potential of modLSTM 
to accurately predict the internet traffic for the specified grids from a specific location. It cor-
rectly analyzes the continuously varying spatiotemporal network traffic data generated in an 
urban area using wireless networks.The model reported 61.9% reduction in MAPE reported 
by the LSTM model. Moreover, the interpolation technique was introduced to handle the mul-
tiple instances of zero traffic values-captured in the dataset. Interpolation further improved the 
prediction accuracy, is useful in network optimization and hence important for operators in 
judicious resource allocation. The efficacy of modLSTM was evaluated in three different sce-
narios. In the first scenario, as shown in grid 4159, there was a smooth curve of internet traffic 
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due to low variation in data usage. In the second scenario, as illustrated in grid 4556, there 
was moderate variation in data usage, resulting in less smooth curves. In the third scenario, 
as shown in grid 5161, there was a huge variation in internet usage, resulting in rough curves. 
Based on the experimental results, it is concluded that the modLSTM accurately predicted the 
traffic in all three scenarios with MAPE of 8.68, 8.63, and 10.21 for testing samples of square 
IDs 4159, 4556, and 5161 respectively. Thus, prove the robustness of the proposed architec-
ture. The lowest training time of 3.26 mins and prediction time of 0.14 s make the modLSTM 
useful for real-time network traffic prediction. The high adaptability and predictive accuracy 
make the modLSTM a versatile tool for any scenario where time-series prediction is essential. 
It is efficient in handling time-series data for financial forecasting, weather prediction, energy 
demand prediction, and disease prediction. But the performance of the model depends signifi-
cantly on the quality and structure of input data. The model may report poor performance for 
unstructured data or data containing many null values. For this research, the model is evalu-
ated using data from a specific urban area. Its’ performance may vary when applied to rural or 
less densely populated areas. Presently, we are working on developing a generalized model for 
unstructured, structured, dense, and sparse datasets.
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