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Abstract
Biological sequence classification is an essential task in many fields, such as machine 
learning, biology, and bioinformatics. Due to the spread of the coronavirus disease, numer-
ous sequence data are available to researchers. As this virus has affected many hosts (e.g. 
bats, humans, chickens, etc.) and transformed into different lineages/variants (e.g., alpha, 
beta, gamma, and omicron, etc.), the biological sequence data for this virus is accompanied 
by the respective information about the affected host and lineage type of the sequences. 
Moreover, it is well known in the biology domain that many mutations (that happen dis-
proportionally) related to the coronavirus are present in the spike protein region. There-
fore, working with only spike sequences is usually sufficient rather than using a full-length 
genome for sequence analysis. For a spike sequence, this paper intends to design an image 
representation so that sophisticated image classification algorithms can be applied to per-
form the tasks of coronavirus lineages and host classifications. We propose a method based 
on the idea of chaos game representation (CGR), called Spike2CGR, which converts spike 
sequences into graphical form (images), and those images are used as input to deep learn-
ing (DL) models. We also use some domain knowledge from the biology field to design a 
few modified versions of Spike2CGR that are biologically meaningful and outperform the 
SOTA in terms of predictive performance. We use different DL models to perform corona-
virus lineage and host classifications and report predictive results employing various evalu-
ation metrics. Using two real-world datasets, we show that Spike2CGR outperforms the 
SOTA method in terms of predictive performance on spike sequences for variant and host 
classification.
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1 Introduction

The coronavirus disease, which began in 2019 (also called COVID-19), impacted the 
whole world by causing a global health crisis  (Majumder and Minko, 2021). Almost 
2.94 million deaths and 136 million people infected, belonging to roughly 219 countries, 
have been reported by April 2021  (Uyangodage et  al. 2021). Due to its rapidly increas-
ing impacts and availability of data, it has received much attention from the research per-
spective. More work is being done to gain a deeper understanding of this virus, which can 
help in preventing its further spread and minimizing its existing effects (Ahmed and Jeon, 
2021; Kuzmin, 2020). For instance, efforts are put into investigating its genetic diversity 
and dynamics (e.g., mutations, variations, hosts), etc. Analysis of bio-sequences can help 
researchers, governments, and medical experts to understand the genetic variations within 
a sequence (e.g., the SARS-CoV-2 sequence). Because of the recent COVID-19 pandemic, 
it becomes more crucial to analyze and understand the virus’s origin, behavior, and struc-
ture. This type of analysis could help relevant authorities develop effective vaccines and 
antiviral drugs, and design efficient techniques to reduce their impact on society (e.g., 
designing an early warning system).

It is well-known that major mutations related to COVID-19 appear disproportion-
ately in the spike region of the virus  (Kuzmin, 2020; Ali and Patterson, 2021), possi-
bly because of its role in attaching to the host membrane, e.g., many of the residues in 
the spike amino acid (protein) sequence are exposed compared to those in other protein 
sequences (Kuzmin, 2020). Therefore, we use only the spike protein sequences to further 
classify the sequences either variant-wise or infected host-wise, rather than using the full-
length genome sequences. Figure 1 illustrates the structure of the full-length genome of the 
SARS-CoV-2 virus.

The traditional method, such as phylogenetics (Hadfield et al., 2018; Minh, 2020), is not 
a feasible/practical option for sequence analysis as they are computationally very expen-
sive, hence are not very scalable. Phenetic methods may have some promise because they 
approximate phylogenetic relationships (to the advantage of being faster), however, they 
still incorporate some taxonomic information. On the other hand, embedding generation is 
a complete departure from any taxonomic relationships (it is a completely “flat” structuring 
of elements to just pairwise distances). The phylogenetics and other traditional methods 
for SARS-CoV-2 classification have some other limitations too, such as the requirement of 
extensive domain knowledge, long computational times, and potential inaccuracies due to 
a lack of information or incomplete data. The use of image recognition and DL computa-
tion is justified by the potential benefits such as the ability to handle large-scale data and 
classify sequences in an automated and fast manner, without the need for extensive domain 
knowledge.

Due to the availability of large-scale bio-sequence data on databases like GISAID 
(2021), machine learning (ML)/DL-based sequence analysis has become a very 

Fig. 1  The full-length genome of the coronavirus (SARS-CoV-2) is roughly 30kb in length, which includes 
structural and non-structural proteins. The ORF1a and ORF1b encode the non-structural proteins. The 
structural proteins are encoded by the corresponding spike, envelope, membrane, and nucleocapsid regions. 
The resulting encoded spike protein sequence is composed of approximately 1300 amino acids
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attractive alternative. However, these analytical approaches require numerical data 
to operate, therefore many researchers have proposed methods to convert the bio-
sequences into numerical forms. For example, OHE (Kuzmin, 2020) came up with an 
alignment-based technique to get a binary representation of the sequence, but since mul-
tiple sequence alignment is an expensive operation  (Chowdhury and Garai, 2017), it 
is not desirable to use the alignment-based methods in real-world scenarios. Likewise, 
the alignment-free k-mers frequency-based method  (Ali and Patterson, 2021) is also 
put forward, however, it generates sparse and high dimensional numerical embeddings. 
Moreover, PWKmer  (Ma et  al., 2020) is built upon the concept of position distribu-
tion information and k-mers to map the sequences to numerical representations, but it 
is computationally expensive and also undergoes the curse of dimensionality challenge. 
Although these sequence-to-vector-based methods show promising predictive perfor-
mance, since they involve feature engineering in the embedding process, a step that is 
hand-crafted towards a specific task, it is not always guaranteed to preserve all infor-
mation in the resultant vectors. An alternative is to convert the sequences into images 
while preserving all information and then use DL models to perform image-based clas-
sification for sequence analysis.

Image classification in the natural language processing (NLP) domain is a well-
studied problem. Many sophisticated DL models have been developed in past years to 
achieve state-of-the-art performance in terms of image classification using DL archi-
tectures such as convolutional neural networks (CNN). Our idea in this paper is to use 
the power of those image classification algorithms for the classification of coronavirus 
variants and hosts based on spike sequence content. More specifically, given a spike 
sequence, we propose a method called Spike2CGR, which converts the sequence into a 
graphical form that can be used as input to DL algorithms such as CNN for image clas-
sification. One advantage of converting sequences to images is that this approach does 
not depend on sequence length or alignment — the size of the image remains fixed.

Although deterministic bioinformatics algorithms can be used to analyze biological 
sequence data, there are several advantages to formulating the problem as a prediction 
task. First, by leveraging big data, prediction algorithms can handle (learn from) noisy 
and incomplete data along with variable length sequences (alignment-free property) 
more effectively than deterministic algorithms, which are engineered ahead of seeing 
the data. This is particularly relevant in the case of novel viral sequencing data, which 
can be noisy and incomplete due to various factors such as sequencing errors, low cov-
erage, and viral diversity. Second, prediction algorithms can learn complex relationships 
between sequence features and phenotype, which may not be immediately apparent to 
human experts. This can lead to new insights and discoveries in the field of virology. 
Finally, prediction algorithms can be trained on large-scale data sets, allowing for the 
identification of subtle patterns and trends that may be missed by manual inspection 
or deterministic algorithms. We believe that our proposed method, Spike2CGR, which 
converts viral spike sequences into graphical form for input to deep learning models, 
addresses these advantages of prediction algorithms. Our method can effectively han-
dle noisy and incomplete data, learn complex relationships between sequence features 
and phenotype, and can be trained on large-scale data sets. Furthermore, the proposed 
Spike2CGR incorporates domain knowledge (concepts of minimizers) from the biology 
field to improve predictive performance, and we show in our experiments that Spike-
2CGR outperforms the state-of-the-art method in terms of predictive performance on 
spike sequences for variant and host classification.

In this paper, our contributions are the following: 
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1. We propose an efficient way to convert sequences into graphical form in order to apply 
well-established image classification algorithms from the NLP domain to biological 
sequence classification.

2. Our proposed embedding method is alignment-free and could improve the “area of 
interest" within the image by performing biologically meaningful manipulation of a 
sequence first and then mapping the manipulated sequence into an image, which could 
help the underlying DL model in terms of efficient classification.

3. The Spike2CGR-based embedding employs concepts (minimizers) from the domain of 
metagenomics, which adds biological relevance to our proposed embedding.

4. We show from the results that the proposed Spike2CGR embedding is better than the 
current state-of-the-art (SOTA) approaches in terms of predictive performance.

5. We also propose a k-mers, minimizer, and position weight matrix-based variations of 
Spike2CGR that outperforms the SOTA approach in terms of predictive performance.

Our manuscript is organized as follows: Sect.  2 contains previous work related to our 
method. Our proposed model is introduced in Sect. 3. Details related to the experimental 
setup and dataset statistics are given in Sect. 4. The proposed method’s results and com-
parison with the SOTA methods are reported in Sect. 5. Finally, we conclude the paper in 
Sect. 6.

2  Related work

Various efforts are put into transforming protein sequences into machine-readable forms. 
Many such encoding schemes exist, broadly categorized into three groups: sequence-based 
encoding, structural-based encoding, and alternative encoding. A comprehensive review of 
these encodings is given in Spänig and Heider (2019).

Some of the sequence-based encoding (e.g., feature engineering-based methods) are 
Sparse  (Hirst and Sternberg, 1992), Amino Acid Composition  (Matsuda et  al., 2005), 
n-gram based vector representation (Ali et al., 2021, 2021), and Physicochemical Proper-
ties (Deber et al., 2001). In Sparse, a one-hot binary vector (length 20) is used to represent 
each amino acid of the protein sequence. But it is an inefficient and redundant representa-
tion due to being high-dimensional and very sparse. Amino Acid Composition presents 
another protein representation scheme by considering the amino acid’s local compositions 
and twin amino acids. However, it lacks taking the sequence order into account. Physio-
chemical Properties consider the physicochemical properties of the molecular components 
of the amino acids and use them as features to predict the protein structure and function. 
However, the unknown physicochemical properties related to protein folding hinder the 
path of formation of effective physicochemical properties encoding. Overall, feature engi-
neering-based methods are domain-specific and may not be able to generalize to different 
types of data.

The structural-based encoding comprises Quantitative Structure-Activity Relation-
ship (QSAR)  (Cherkasov, 2014), and General Structure  (Cui et  al., 2008) etc. QSAR 
uses the chemical properties to describe the amino acids of the sequence but unlike 
the physicochemical properties method, which encodes the whole residue, QSAR only 
focuses on the molecules. However, it is prone to biological data experimentation errors 
causing false correlations. General Structure encoding deals with mapping the struc-
tural information (like residue depth, 3D shape, secondary structure, etc.) of the protein 
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sequence to a numerical form. But it has limited performance due to the limited number 
of known protein structures.

The alternative encoding includes Chaos Game Representation (CGR)  (Jeffrey, 
1990). CGR focused on the visual encoding of sequences based on generating fractals. 
Although CGR builds a visual representation of a given sequence, it was originally 
designed for DNA (nucleotide) sequences  (Jeffrey, 1990; Hoang et  al., 2016; Rizzo 
et  al., 2016). Authors of  Löchel et  al. (2020) proposed modifications to CGR known 
as FCGR (Frequency Chaos Game Representation) to handle protein sequences. How-
ever, they consider the amino acids of a sequence one by one (rather than considering 
substrings using n-gram  (Ali and Patterson, 2021, Ali et  al., 2021) and assign equal 
weight to every amino acid (i.e., every pixel in the image corresponding to an amino 
acid will have a value 1 rather than weights based on their positions in the sequence) in 
their respective graphical representation. Moreover, the existing CGR-based approaches 
operate on k-mer (for k > 1 ) for nucleotide only and only 1-mers in the case of protein 
sequences (also known as FCGR). However, better underlying sequence representations, 
such as Minimizers, can be used rather than k-mers. Similarly, using k > 1 for FCGR 
could also produce better results.

3  Proposed approach

   This section discusses the proposed approaches to generate images from SARS-CoV-2 
spike sequences. The images are further used for coronavirus variant and host classifica-
tions using DL models.

A popular approach used for encoding biological sequences into images is Chaos 
Game Representation (CGR)  (Barnsley, 2012; Jeffrey, 1990). It is a technique to trans-
form sequences into graphical form. It starts by computing k-mers (also called n-gram) of 
a given sequence.

Definition 1 (k-mers) A k-mer is a consecutive sub-string of length k extracted from a 
sequence (see Fig.  2(a)). For any sequence of length N, the total number of k-mers are 
N − k + 1.

Fig. 2  Example of (a) k-mers, (b) determination of the location (in yellow) of the 3-mer "GTT" in the image 
using CGR method, and (c) 20-flakes image based on Chaos/FCGR method
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After the k-mers computation, for each k-mer, its respective nucleotides are utilized to 
allocate a position to the k-mer in the image. For example, in the case of a DNA genome 
sequence, an empty image is divided into 4 quadrants, each one representing a unique nucleo-
tide, i.e., A “upper left", C “lower left", G “upper right", and T “lower right". Each of these 
4 quadrants is further subdivided, recursively, up until the length k of the k-mer. Based on 
the nucleotides of a given k-mer, the appropriate position of the k-mer in the image is then 
detected in this recursive manner, the respective pixel value incremented by 1. This process is 
visually shown in Fig. 2(b).

Although the above-mentioned method works perfectly fine for DNA (genome) sequences 
(with the number of unique nucleotides n ≤ 4 ), it poses the challenge of overlapping in an 
image for n > 4 , e.g., protein sequences with twenty proteinogenic amino acids. Therefore to 
eliminate the overlapping, authors in Löchel et al. (2020) proposed a frequency matrix-based 
CGR, known as FCGR (for reference, we call this method “Chaos" in the rest of the paper). 
The Chaos produces an n-flakes (also referred to as poly-flake) Tzanov (2015) based graphical 
representation (where n is the number of amino acids), which consists of an image with multi-
ple icosagons (see Fig. 2(c) for an example).

Definition 2 (Icosagons) In geometry, an icosagon or 20-gon is a twenty-sided polygon 
(see Fig. 2(c)).

An n-flake or poly-flake follows an iterative mechanism to construct a fractal starting from 
an n-gon. For example, given a spike sequence with 20 amino acids, the Chaos graphical rep-
resentation generates twenty edges (one for each amino acid) and then generates twenty inner 
icosagons within the larger icosagon (see Fig. 2(c)).

Given a sequence, the fractal is then generated via an iterative process, starting at the center 
of the image. Each subsequent step is governed by the following process for determining the 
location of the next pixel in the image based on the previous: First, we calculate the con-
traction ratio r between the outer and inner polygon. For this purpose, we use the following 
expression (as proposed in Löchel et al. (2020); Strichartz (2000)):

where n = 20 for twenty amino acids in the protein/spike sequence. Then we define a scal-
ing factor (SF), which is the ratio of the distance between the current location and the tar-
get edge (amino acid). The SF is computed using the following expression (as proposed 
in Löchel et al. (2020)):

Finally, we calculate the coordinates x and y of this next pixel using the following expres-
sion (as proposed in Löchel et al. (2020)).
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where i ∈ {1, 2,… , |S|} (where S is a spike sequence and s[i] ∈ S corresponds to a single 
amino acid), n is the total number of amino acids, and � is the angle of orientation. The 
Chaos method takes a protein sequence as input and yields an image as output by consid-
ering the amino acids of the sequence one by one, following the Eqs. 3 and 4 to get the 
coordinates of every amino acid in the image. See Fig. 7(a) for an image generated using 
the Chaos method.

Remark 1 The FCGR generates a greyscale image of a protein sequence based on the coor-
dinates of each amino acid in the spike sequence computed using Eqs. 3 and 4.

Remark 2 Note that the FCGR allocates pixel value 1 for each amino acid in the spike 
sequence for which x-y coordinates within the image are computed using Eqs. 3 and 4.

In summary, the Chaos method iteration is as follows, starting from point (0,0): 

1. Check the next character (amino acid) of the sequence.
2. Go a fraction of the way to the corresponding amino acid (base), according to the scaling 

factor.
3. Save coordinates x, y of this next point (and draw a pixel at those coordinates) and repeat 

(from bullet point 1.).

3.1  Spike2Vec (Ali and Patterson 2021)

For a given sequence, the original FCGR works by doing one-to-one mapping of the amino 
acids to their respective pixels, which means that each amino acid will be represented by a 
single pixel in the corresponding image. Since the original FCGR includes a single pixel 
value for each amino acid, it may not represent the spike sequence very effectively. For this 
purpose, we use a recently proposed method called Spike2Vec (Ali and Patterson, 2021). 
The Spike2Vec uses the idea of k-mers to generate the feature embeddings. In this paper, 
we use the same k-mers idea to generate the images from spike sequences by considering a 
set of amino acids (rather than single amino acid at a time as done by the Chaos approach) 
with a sliding window (of increment 1) to draw pixels within images. After generating all 
the k-mers for a given sequence, we concatenate them to make a single (new) sequence, 
which is used as input to the Chaos method for image generation (using Eqs. 3 and 4). In 
our experiments, the images generated for Spike2Vec use 9-mers (selected using standard 
validation set approach (Devijver and Kittler, 1982)). Spike2Vec-based image encoding has 
enabled the mapping of each amino acid to multiple pixels in the corresponding gener-
ated image due to the usage of k-mers, therefore it can capture more information about the 
sequence as compared to the Chaos method.

3.2  PWM2Vec (Ali et al. 2022)

  Both Chaos and Spike2Vec assign an equal weight of 1 to each amino acid. However, this 
uniform value may not be the most effective way to come up with a graphical representa-
tion of a given sequence. To assign weight to each amino acid within k-mers, we use a 
recently proposed method, called PWM2Vec (Ali et al., 2022). The PWM2Vec technique is 
also driven by the notion of k-mers, however, instead of using a constant frequency value, 
it uses weighted values computed from the Position Weight Matrix (PWM) corresponding 
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to alphabets in a sequence. Like Spike2Vec, PWM2Vec enables capturing of locality infor-
mation due to k-mers usage, but it also considers the importance of relative positions of 
amino acids in the sequence.

Definition 3 (Position Weight Matrix (PWM)) It is a representation method for motifs 
(patterns) in biological sequences. A PWM comprises information about the count of 
amino acids for each position in the form of weights (log-likelihood).

Figure 3 illustrates the steps of calculating PWM2Vec (as described in Ali et al. (2022)) 
for a given sequence based on 5-mers. The steps from (a) to (f) are followed to get a PWM for 
any sequence, and the steps are as follows. Step (a) shows the input spike sequence and (b) 
deals with the extraction of k-mers from the sequence. Further, a position frequency matrix 
(PFM) is created based on these k-mers by counting the frequencies of each character with 
respect to their positions in the k-mers in step (c). PFM is converted into a position probabil-
ity matrix (PPM) in (d) by computing column-wise probabilities using the formula:

A Laplace value (0.1) is added to every element of PPM in (e) to ensure they are always 
non-zero. Lastly, in step (f) a PWM is created by calculating the log-likelihood of each 
alphabet c ∈ Σ at a position i with the following formula:

where p(c) = n(c)

61
 and n(c) is the number of codons (as described in Ali et al. (2022)) for 

each amino acid c ∈ Σ and 61 is the number of sense codons. After assigning weight to 

(5)PPM =
alphabet count in the column

column sum

(6)PWMc,i = log2
p(c, i)

p(c)

Fig. 3  Workflow of PWM for a given sequence
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each amino acid within the k-mers of a sequence using PWM2Vec, we use those weights 
as corresponding pixel values (rather than assigning the pixel value 1 to each amino acid 
in the sequence). Similar to Spike2Vec, the procedure of PWM2Vec image encoding for 
a given spike sequence computes k-mers and starts off with a blank image but it includes 
an additional step of calculating the PWM of the sequence and updating the pixel values 
corresponding to the amino acids of a k-mer based on PWM values rather than a constant 
value 1. Now for each k-mer, once the respective coordinates of every amino acid are deter-
mined in the image using Eq. 3 and Eq. 4, the pixel values representing each amino acid 
are updated by adding the respective PWM value. Yet again, the task of coordinates find-
ing and pixel value update is repeated for all k-mers of the given sequence and it results in 
image generation.

3.3  Minimizer

  In this technique, rather than utilizing k-mers for image construction, we use another pop-
ular approach in bioinformatics, called minimizers (Roberts et al., 2004).

Definition 4 (Minimizer) For a given k-mer, a minimizer (also called m-mer) is a sub-
string of consecutive characters (amino acids) of length m from the k-mer, which is lexi-
cographically smallest one in both forward and backward order of the k-mer, where m < k 
and is fixed.

One of the main problems with k-mers is that they introduce redundancy (repeated 
k-mers) in long sequences and hence increase the computation and storage cost. This 
redundancy could be eliminated using minimizers. The pseudocode of calculating m-mers 
for any given sequence is shown in Algorithm  1. Its workflow is given in Fig.  4 and it 
illustrates that for a given sequence the k-mers of the sequence are extracted (9-mers in the 
figure example). Then for each k-mer, a minimizer (3-mer in figure example) is computed 
by getting the lexicographically smallest one from both forward and backward m-mers of 
the k-mer. The minimizer takes two parameters (k, m). k is the length of k-mer (where 
k = 9 in our case) while m indicates the size of m-mer (where m = 3 in our case). Given a 

Fig. 4  Workflow of Minimizer. Firstly, the k-mers (9-mers in this case) are extracted from the sequence. 
Then for every k-mer, its corresponding minimizer is computed by finding the lexicographically smallest 
one among the forward and backward m-mers (3-mers in this case)
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spike sequence, it extracts k-mers of the sequence. Then for each k-mer, it computes a cor-
responding m-mer (minimizer). After computing minimizers, we concatenate all m-mers 
to make a new sequence and use it as input to the Chaos method for image generation (by 
computing x and y coordinates of each amino acid in this new sequence using Eqs. 3 and 4 
and increment the corresponding pixel values of the amino acids by 1).

Remark 3 Note that methods like Spike2Vec and PWM2Vec are originally designed to 
generate numerical vectors. We transform those methods to generate the 2-D visual repre-
sentations so that we can apply image classification models for supervised analysis.
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3.4  Spike2CGR 

The main idea of Spike2CGR is the same as the minimizer computation as given in Algo-
rithm 1. The main difference in the case of Spike2CGR is the preservation of the order 
of amino acids in m-mers (minimizers). More formally, given a sequence s, we first com-
pute the minimizers using Algorithm 1. Now, we combine all minimizers to make a single 
sequence s′ (see Fig. 5). Note that s′ will be a different sequence from s as it only contains 
the amino acids within the minimizers. We then repeat the process of computing k-mers 
(similar to Spike2Vec) from s′ . This will give us a list of k-mers computed from s′ . We then 
concatenate all those k-mers to make a new sequence s′′ . This new sequence s′′ is then used 
as input to the chaos method for image generation (by computing the x and y coordinates 
of each amino acid in s′′ using Eqs. 3 and 4 and increment the corresponding pixel values 
of the amino acids by 1).

We propose an image encoding technique, named Spike2CGR, to transform the pro-
tein sequences into images. Although it follows the Chaos procedure to create the images, 
it manipulates the sequences in a (biologically meaningful) way that the corresponding 
generated images can capture more information about the sequences which can improve 
the generated image-based classification predictive performance. Our suggested sequence 
manipulation is a novel technique and it has been shown to outperform the Chaos method 
in the experiments indicating that Spike2CGR can capture more relevant information 
about a sequence in its respective generated image in terms of classification performance. 
Similarly, another novel sequence manipulation strategy put forward, by us to get better 
images, is the Minimizer-based encoding method. Moreover, we also investigated some 
of the popular numerical embedding generation methods (Spike2Vec, PWM2Vec) for pro-
tein sequences to create images. As these approaches are originally proposed to compute 
numerical feature vectors for protein sequences, but we combine them with the Chaos con-
cept to create images of the protein sequences instead of numerical embeddings. We aim 
to explore the domain of image-based classification for protein sequences, so coming up 
with effective and efficient mapping strategies from protein sequences to images is the first 
essential step in that regard.

3.5  Deep learning models architectures

We have used various DL models to perform the classification of our datasets. We 
trained 4 different convolutional neural networks (CNN) models, with a varying number 
of hidden blocks, from scratch to view the impact of an increasing number of layers on 
the classification accuracy. The basic block is named Block A and it consists of a 2D 
Convolution (Conv2D) layer followed by a ReLu and MaxPooling (Max-Pool) layer (see 
Fig. 6). In each of these models, the final Block A module is followed by 2 fully con-
nected (FC) layers and a softmax classification layer. In the experiments, these 4 models 
are referred to as 1-layer CNN, 2-layer CNN, 3-layer CNN, and 4-layer CNN models 
depending on the number of "Block A" modules used respectively. The architecture of 
the 4-layer CNN model is illustrated in Fig. 6. It consists of 4 Block A modules with 
two FC layers and a softmax classifier to perform the classification of K classes. For all 
datasets, the input image size is 480x480, and FC1 outputs 500 features while FC2 gives 
K out features. Moreover, the impact of transfer learning is also investigated by using 
pre-trained RESNET-50 (He et al., 2016) and VGG19 (Simonyan and Zisserman, 2015) 
models, as they are considered state-of-art models for image classification.
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For a given SARS-CoV-2 spike sequence encoded image as input, the given model 
will yield either the variant or the host of the respective sequence as output depending 
on the classification task. The overview of images from the dataset against their respec-
tive encoding method is shown in Fig. 7. The images are marked with red boxes to indi-
cate some of the areas of interest (major changes) among them. The differences among 
these images are subtle, therefore they are not easily identifiable by the naked eye. For 
instance, the number of pixels in each image is different. Similarly, the orientation of 
the circles also differs in some cases. The differences can be spotted by looking closely 
at the pixels (dots) in the area of interest regions (highlighted using red boxes). As we 
are performing multi-class classification tasks, we use the negative log-likelihood (Yao 
et  al., 2019) (NLL) loss function to train the DL models. NLL is also known as the 
cross-entropy loss function for multi-class problems (Bishop and Nasrabadi, 2006). Its 
formula for k classes, y target output, and aL predicted output is following:

Furthermore, two tabular CNN models are used to perform classifications of the feature 
vector-based data gained from the OHE and WDGRL baselines. These models take tabular 
data as input and are referred to as 3-layer Tab CNN and 4-layer Tab CNN in experiments 
due to having 3 and 4 layers respectively. Each hidden layer in both models consists of a 
linear operation followed by batch normalization and the ReLu function. The models also 
utilized a dropout operation with a 0.2 parameter value before the decision layer. The deci-
sion layer is a linear operation that maps the output from previous layers to the variant/host 
class value. The NLL loss function is used for training these models, as we are dealing with 
multi-class problems.

Note that we also computed results using some of the classical ML classifiers (including 
SVM, RF, and XGBoost) and they were not very encouraging, even as a baseline. Hence 
we opted to only work with deep learning models. We believe that utilizing deep learn-
ing models instead of standard machine learning methods was a justified choice for our 
research. With the complex nature of the tabular baseline representations, the need to cap-
ture non-linear relationships, and the desire to leverage the expressiveness and adaptability 
of deep learning models were the driving factors behind this decision.

4  Experimental setup

   In this section, we discuss the details related to experimentation and dataset statistics. 
All experiments are conducted using a server having Intel(R) Xeon(R) CPU E7-4850 v4 
@ 2.40GHz with Ubuntu 64 bit OS (16.04.7 LTS Xenial Xerus) having 3023 GB memory.

The image-based DL models are trained using 64 as batch size, ADAM optimizer, 10 
epochs, and 0.003 learning rate. The input of these models is a spike image of 480x480 
size. The tuning of hyperparameters is done with cross-validation using the validation data-
set. The DL models are developed using the PyTorch framework. For a model, we used 
almost 80% of data for training and almost 20% for testing. Our Code and data are avail-
able online .1 For encoding sequences to images, the image resolution used is 100 and the 

(7)CLL = −
1

n
ΣxΣ

K
k=1

ykln(a
L
k
)

1 https:// github. com/ sarwa npasha/ Spike 2CGR/ tree/ main

https://github.com/sarwanpasha/Spike2CGR/tree/main
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conversion of sequences to images is done in RStudio. For Spike2Vec- and PWM2Vec- 
based encodings, we use k = 9 (for k-mers) to create the images. Similarly, for minimizer 
and Spike2CGR, we use k = 9 and m = 3 (for k-mers and m-mers).

The tabular DL models (based on data from OHE and WDGRL) are also trained for 64 
batch size, ADAM optimizer, 10 epochs, and 0.003 learning rate after tuning the hyperpa-
rameters using a cross-validation technique. A typical input for these models is a vector 
of 27817 in size. The feature vectors generated by OHE are preprocessed to make them 
aligned by using the zero padding technique to make them compatible with the CNN mod-
els. WDGRL method also receives the feature vectors generated by OHE as input and 
transforms them into low-dimensional vectors. In our experiments, it transforms a 27817 
size feature vector into a 10 dimensional vector.

To evaluate the performance of the DL models, we report average accuracy, precision, 
recall, F1 (weighted), F1 (macro), ROC-AUC, and training runtime. To use binary clas-
sification-based evaluation metrics for multi-class classification, we use the one-vs-rest 
approach. The performance (improvement in %) gain by Spike2CGR for all evaluation 
metrics as compared to the Chaos method is also reported. This improvement is computed 
by multiplying the Spike2CGR and Chaos values difference with 100 for all the evalua-
tion metrics except train time (because of the known range of percentage). The train time 
improvement is calculated using the formula:

Remark 4 Note that we use the original Chaos method (Löchel et al., 2020) as the SOTA 
approach.

4.1  Dataset statistics

We used two datasets (SARS-CoV-2 and coronavirus host) to perform the evaluation.
SARS-CoV-2 dataset: This dataset consists of 32,  738 spike sequences, having 13 

unique coronavirus variants, extracted from GISAID (2021) database (in January 2022). 
Originally, we had extracted almost 4 million sequences but we exclude the ones with 

(8)%improvement =
Spike2CGRValue − ChaosValue

ChaosValue
∗ 100

Fig. 5  Workflow of Spike2CGR for a given sequence. For a given spike sequence, steps from (a) to (d) are 
followed to generate the corresponding Spike2CGR sequence



3646 Machine Learning (2023) 112:3633–3658

1 3

missing lineage (variant) information. We also filter the variants corresponding to a small 
number of sequences. Since we did not have computing resources to conduct experiments 
on all 4 million sequences, we use stratified sampling to get a subset of data (approximately 
1% of the data) while preserving the distribution of lineages from the original data. We 
then selected the top 13 lineages that had the most number of sequences available, which 
ends up in getting 32738 sequences. Moreover, the processed data does not involve any 
filters regarding geographical locations and is only based on lineage information. Further-
more, the quality of the sequences is ensured by GISAID by accepting only the consensus 
sequences from high-coverage (200/300X) Illumina sequencing, which will have less than 
0.01% errors — hence we relied on this for quality. Additionally, due to the occurrence of 
the majority of the mutations regarding coronavirus in its spike protein region (Kuzmin, 
2020), we employ only this region to perform our analysis rather than using the full-length 
genome. In this way, we can compute higher predictive performance in less computational 
time as spike proteins are quite compact and contain many variations compared to other 
parts of the DNA. Moreover, analyzing full-length sequences could result in increasing 
computational time while not improving predictive performance significantly. The variants 
information and their training, validation, and testing set distributions used to perform clas-
sification are given in Table 1. The first column corresponds to the variant name (Pangolin, 
2022) which is used as a class label for the variant classification task. The second column 
represents the regions where the variants were discovered initially. The third column has 
the label for the coronavirus variant, which is assigned by the world health organization. 
The fourth column contains the mutation count for the variant in spike region (S) versus 

Fig. 6  The architectures of the 4-layer CNN model, which is used to classify ’K’ classes. Here ker repre-
sents kernel and str represents stride filter size

Fig. 7  Graphical representation of a spike sequence of B.1.351 variant (from SARS-CoV-2 dataset) using 
different methods. Some of the major changes in the images (area of interest) are highlighted using the red 
boxes
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the full-length genome sequence. The last three columns contain the frequency of each 
variant in the training, validation, and testing set, respectively.

Coronavirus Host dataset: This dataset contains spike sequences from different clades 
of the Coronaviridae family. These sequences are accompanied by the respective infected 
host information. This data has 5558 total sequences extracted from GISAID  (2021) 
and ViPR (Pickett et al., 2012; Ali et al., 2022) having the information about 21 unique 
hosts  (Ali et  al., 2022). The training, validation, and testing set distribution of host data 
is shown in Table 2. For performing host classification, we use the respective host’s name 
(host column from Table 2) as a class label for a given spike sequence as input.

4.2  Feature engineering baselines

Apart from the Chaos method (Löchel et al., 2020) (that is used as the SOTA approach for 
comparison), we use two numerical feature vector-based sequence embedding generation 
methods as baselines. The detail of both baselines is given below.

4.2.1  One‑hot encoding (OHE) (Kuzmin, 2020)

OHE is an algorithm to generate a numerical representation of a sequence. A binary feature 
vector is created against each character of the sequence, and this set of binary vectors is 
concatenated to represent the entire sequence. Although it is a simple and straightforward 
method, the resultant vectors are very sparse and suffer from the curse of dimensionality 
issues.

4.2.2  Wasserstein distance guided representation learning (WDGRL) (Shen et al., 2018)

WDGRL, being an unsupervised domain adoption approach, transforms high-dimensional 
vectors into low-dimensional ones. This technique determines the Wasserstein distance 
(WD) with the help of the source and target encoded distributions to get the input data 
features by utilizing neural networks. Its goal is the optimization of the feature extractor 
network and the minimization of the estimated WD for getting the representation. WDGRL 
operates on the feature vectors generated by OHE. Since WDGRL employs a neural net-
work, its need for training data is an expensive requirement.

5  Results and discussion

   In this section, we report the variant and host classification results for different embed-
dings and DL-based methods using multiple evaluation metrics.

5.1  SARS‑CoV‑2 dataset results

The variant classification results for the SARS-CoV-2 dataset are reported in Table 3. We 
can observe that the CNN model with 4 layers (using Spike2CGR-based embedding) out-
performs all other methods in terms of average accuracy and recall (best values are shown 
in bold). For the F1 (macro) score and precision, the 4-layer CNN with PWM2Vec-based 
embedding outperforms all other embeddings and DL models. However, for ROC-AUC, 
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the 3-layer CNN model gives the best performance by using minimizer-based embed-
ding. Moreover, the minimum training runtime is gained by the WDGRL baseline against 
the 3-layer Tab CNN model. These results illustrate that the performance of the spike to 
image-based models is higher than the feature vector-based (baselines) models (OHE and 
WDGRL), hence indicating that the graphical representation retains more meaningful 
information about the input (spike) sequence as compared to the baseline numerical rep-
resentations for doing classification. We have also reported the performance improvement 
of the Spike2CGR method as compared to the SOTA Chaos method, and the results show 
that Spike2CGR has achieved up to 16.7% improvement in terms of ROC-AUC compared 
with the Chaos method. Overall, Spike2CGR outperforms the Chaos method in most of 
the evaluation metrics and DL approaches. An important point to note here is that the pre-
trained models (RESNET50 and VGG19) are not performing better than the customized 
CNN models. A possible reason for this behavior is that those models are originally trained 
on different types of images that have different scales, backgrounds, and foreground infor-
mation. Hence they fail to generalize on the Chaos-based images.

Remark 5 Note that although the performance improvement (for SARS-CoV-2 data) is not 
very high in some cases compared to Chaos, Spike2CGR can assist doctors, biologists, and 
relevant government authorities better in taking efficient decisions to minimize the effect 
and spreading of the coronavirus. Since human health is the most important factor when 
we talk about fighting a pandemic, a small improvement in the predictive model can help in 
taking impactful timely decisions.

5.2  Host dataset results

The host classification results are shown in Table  4. Unlike variant classification, it 
portrays the best performance for the 1 layer CNN model, and it is because the dataset 
is small. Hence increasing the model’s layers could lead to over-fitting. For the 1 layer 
CNN model, the Spike2CGR-based embedding illustrates the best performance in terms 
of precision, F1 macro, and ROC AUC scores compared to other methods. However, the 
Minimizer-based embedding has maximum accuracy, recall, and F1 weighted scores but 
the difference between Minimizer and Spike2CGR for these metrics is small. We can also 
observe that the image-based host classification outperforms the feature vector-based meth-
ods (OHE and WDGRL). Furthermore, similar to lineage classification, the pre-trained 
models (RESNET50 and VGG19) show bad performance for the host classification task. 
The performance improvement of Spike2CGR compared to Chaos yet again illustrates the 
performance gain by our method as Spike2CGR gains up to 7.2% improvement in accuracy 
compared to the Chaos method.

5.3  Confusion matrices

We also investigated the confusion matrices of the best-performing model (4-layer CNN) 
for Chaos (the SOTA approach  (Löchel et  al., 2020)) and Spike2CGR-based embedding 
(see Fig.  8) for variant classification. We can observe that although for the Alpha vari-
ant (B.1.1.7), Chaos-based embedding has the highest true positive count. However, for 
all other classes, Spike2CGR-based embedding performs better. This behavior shows that 
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Chaos tends to focus more on the label with high frequency in the data (a typical class 
imbalance problem) since the Alpha variant has the highest count in the dataset as given 
in Table 1. As the lineages B.1.429 and B.1.427 belong to the Epsilon category and Chaos 
misclassifies 84 instances of B.1.429 as B.1.427 while Spike2CGR misclassifies only 2 
such instances (note that the converse scenario does not happen for either method). This 
indicates that Spike2CGR is able to distinguish between two similar lineages more accu-
rately than Chaos.

On the other hand, the confusion matrices for host classification using Chaos and Spike-
2CGR embeddings for the best performing model (1 layer CNN) are given in Fig. 9. We 
can observe that Spike2CGR is performing better than Chaos for most of the labels, even 
for the most frequent ones.

5.4  Comparison of different embeddings

After the analysis of classification results, a natural question arises why results for differ-
ent embedding methods are not similar? A few fundamental facts for this behavior are the 
following: 

1. The i-th amino acid (pixel) drawn using the CGR for a given sequence corresponds to 
a specific position in the spike sequence (and it holds some local meaning). Therefore, 
no other sub-sequence within that spike sequence may have similar information/pattern 
(up to the resolution of the screen). Hence, there is a one-to-one mapping between the 
sub-sequence patterns of a given spike sequence and pixels of the CGR. If there is a 
mutation in the sequence, that mutation should be highlighted clearly in the resultant 
visual representation using CGR.

2. If we manipulate the sequence (in a biologically meaningful way) using different embed-
ding tricks such as minimizers, the amino acid positions should be disturbed and will no 

Table 1  Dataset statistics for different coronavirus variants (32738 in total)

Lineage Region Labels No. Mut. S/Gen. No. of sequences

Training Validation Testing

B.1.1.7 UK (Galloway, 2021) Alpha 8/17 9930 2527 3146
B.1.617.2 India (Yadav et al., 2021) Delta 8/17 1877 450 456
P.2 Brazil (WHO, 2021) Zeta 3/7 1780 432 533
B.1.429 California Epsilon 3/5 1079 256 326
P.1 Brazil (Naveca et al., 2021) Gamma 10/21 994 245 306
B.1.526 New York (West et al., 2021) Iota 6/16 847 219 255
B.1.351 South Africa (Galloway, 2021) Beta 9/21 837 221 258
B.1.427 California (Zhang, 2021) Epsilon 3/5 835 218 268
B.1.1.529 South Africa Omicron 34/53 747 178 253
C.37 Peru (WHO, 2021) Lambda 8/21 732 169 228
B.1.621 Colombia (WHO, 2021) Mu 9/21 717 168 219
B.1.525 UK and Nigeria Eta 8/16 714 187 224
P.3 Philippines (WHO, 2021) Theta 8/17 111 30 34
Total _ _ _ 21,200 5300 6238
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longer remain similar to the original spike sequence. This disturbance of the sequence 
may affect the performance of classifiers positively or negatively.

3. Because of this manipulation of the protein sequence, the “area of interest" within the 
CGR image could be different for different embeddings.

4. Assigning a certain weight to the pixels (as done using PWM2Vec) is also an important 
factor for classification as it could affect the resolution of the image.

In our study, we have extensively evaluated the performance of our Spike2CGR approach 
using different deep-learning models and compared it with state-of-the-art methods for virus 
lineage and host classification. Our results demonstrate that Spike2CGR outperforms the 
existing methods in terms of predictive performance, even when using only spike sequences 
instead of the full-length genome. Therefore, we believe that our approach can be a valuable 
addition to the existing methods for analyzing and classifying SARS-CoV-2 sequences, espe-
cially in cases where deep learning algorithms can reveal hidden patterns that other methods 
may miss. Moreover, our aim with the use of embeddings is to leverage the power of deep 
learning algorithms that can learn abstract representations of the sequence data, which can 
capture important features that may not be apparent from the raw sequence itself. We believe 
that this approach can provide complementary information to other methods such as phyloge-
netics and epidemiological studies.

Table 2  Dataset statistics for 
different coronavirus infected 
hosts (5558 in total)

Host No. of sequences

Training Validation Testing

Bat 96 23 34
Bird 242 61 71
Bovine 55 12 21
Camel 186 45 66
Canis 26 5 9
Cat 72 18 33
Cattle 1 0 0
Dolphin 4 1 2
Environment 682 162 190
Equine 3 0 2
Fish 1 0 1
Hedgehog 10 3 2
Human 1159 292 362
Monkey 1 0 1
Pangolin 13 2 6
Python 1 0 1
Rat 22 2 2
Swine 344 104 110
Turtle 1 0 0
Unknown 1 0 1
Weasel 629 160 205
Total 3549 890 1119
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5.5  Generalizability and scalability of spike2CGR 

Since our method is able to avoid confusing two closely related lineages in the presence of 
many other lineages (for the SARS-CoV-2 dataset), we believe that adding more data (i.e., 
sequences) would improve the performance of our approach since it would be able to build a 
more sophisticated model of the data. If the phylogenetic tree for the lineages grows in depth 
(having more data) and in breadth (having more lineages), both of these are a function of the 
mutation rate of the virus and time — both for which sequence diversity increases, in any case. 
Since the mutation rate of SARS-CoV-2 is fairly slow compared to other RNA viruses like 
HIV or Hepatitis-C (HCV) (Markov et al., 2023), and it only has been around for a few years 
(unlike these other viruses), SARS-CoV-2 sequences are hence highly similar to each other in 
general. SARS-CoV-2 lineage classification is thus an ideal (worst case scenario) test case to 
assess the classification performance of our tool for viral sequences, i.e., it has the potential to 
perform even better in the case of HIV or HCV. In terms of scalability in the computation time 

Fig. 8  Confusion matrices comparison of Chaos and Spike2CGR based encoding to perform variant clas-
sification using the best performing model (4-layer CNN)

Fig. 9  Confusion matrices comparison of Chaos and Spike2CGR based encoding to perform host classifica-
tion using the best performing model (1-layers CNN)
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of Spike2CGR, creating images for the given SARS-CoV-2 dataset took around 10 h. This 
indicates that we could make our method scalable by enhancing the computation resources.

6  Conclusion

In this paper, we propose different embedding-based methods to convert the protein 
sequences into 2D visual representations using a chaos game representation-based 
approach. We show that by manipulating the sequences in a biologically meaningful way, 
we can improve the classification performance of DL models as compared to the SOTA. 
This could help biologists and doctors to understand the behavior of coronavirus and hence 
take efficient preventive measures in advance to reduce its impact on humans. In the future, 
we will extract more data and perform experiments using other DL methods for classifica-
tion. Similarly, evaluating the scalability of our system by investigating the data consisting 
of SARS-CoV-2 lineages having more similarity with each other and using large-size data 
is also an interesting future direction. Moreover, we would also train a DL model using 
more biological data, which researchers can use as a pre-trained model for the analysis of 
different biological sequences in the future. Using other methods for sequence embeddings, 
such as spaced k-mers, is also an interesting area to explore. Another possible future exten-
sion is to explore the tradeoff between pairwise distances and some phenetic analysis (i.e., 
some neighbor-joining).

Author contributions T. M. and S. A. worked on the idea of converting sequences into visual representa-
tions. T. M. did the literature review. M. P. and I. K. worked on brainstorming the main idea and supervised 
the project. M. P., I. K., and S. A. worked on data collection. T. M. and S. A. worked on computing results. 
S. A. and T. M. worked on implementing baselines. All authors worked on the writeup.
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