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Abstract
Semi-supervised learning(SSL) can substantially improve the performance of deep neu-
ral networks by utilizing unlabeled data when labeled data is scarce. The state-of-the-
art(SOTA) semi-supervised algorithms implicitly assume that the class distribution of 
labeled datasets and unlabeled datasets are balanced, which means the different classes 
have the same numbers of training samples. However, they can hardly perform well on 
minority classes when the class distribution of training data is imbalanced. Recent work 
has found several ways to decrease the degeneration of semi-supervised learning models 
in class-imbalanced learning. In this article, we comprehensively review class-imbalanced 
semi-supervised learning (CISSL), starting with an introduction to this field, followed by a 
realistic evaluation of existing class-imbalanced semi-supervised learning algorithms and a 
brief summary of them.

Keywords Deep learning · Class-imbalanced supervised learning · Semi-supervised 
learning · Class-imbalanced semi-supervised learning

1 Introduction

Deep learning, one of the most popular phrases being used in the field of artificial 
intelligence in recent years, is effective with a range of practical applications such as 
computer vision, data mining, and nature language processing, and has achieved great 
commercial success (Goodfellow et  al., 2016) due to the fact that a large number of 
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high-quality labeled training examples are provided. However, there are various real-
world applications where the unlabeled data are readily available and easy to acquire, 
while labeled instances are often hard, expensive, and time-consuming to collect. Thus 
it is desirable to be able to learn a good model with a few labeled data. Semi-supervised 
learning(SSL) (Chapelle et al., 2006) is proposed for the purpose.

SSL is a paradigm that can improve learning performance with a few labeled data by 
using additional unlabeled examples as auxiliaries compared to supervised learning. It 
provides a way to explore the latent patterns from extra unlabeled examples, alleviat-
ing the need for a large number of labels. The SOTA SSL algorithms often construct 
a model with a common assumption that the class distribution of the training data is 
balanced, which means the different classes have the same numbers of training samples. 
Imbalanced data, however, is widely existing in many realistic scenarios, which leads 
to the poor performance of SSL algorithms. According to recent research (Yang & Xu, 
2020), the models trained on imbalanced data are easily biased towards majority classes 
which have a large number of training examples, and far away from minority classes 
which have few training examples(see Fig. 1b).

Class-imbalanced supervised learning(CISL) (Cui et  al., 2019; Huang et  al., 2020; 
Liu et al., 2019; Cao et al., 2019; Ren et al., 2020; Zhou et al., 2020a) has been widely 
explored. Most of them (Cao et al., 2019; Cui et al., 2019; Huang et al., 2020; Liu et al., 
2019) handle with quantity imbalance, where the distribution of training examples from 
different classes is imbalanced, such as the long-tailed distribution (Van  Horn et  al., 
2018; Gupta et  al., 2019) and step imbalanced distribution (Buda et  al., 2018). Few 
works also handle topology imbalance learning (Deli et  al., 2021). The solutions can 
be categorized as re-sampling (He & Garcia, 2009; Pouyanfar et  al., 2018; Xu et  al., 
2021), re-weighting (Buda et  al., 2018; Byrd & Lipton, 2019; Cui et  al., 2019; Park 
et al., 2021; Huang et al., 2020; Cao et al., 2019), synthetic samples (Chou et al., 2020; 
Chawla et al., 2002), meta learning (Ren et al., 2020; Shu et al., 2019), transfer learning 
(Liu et al., 2019; Yin et al., 2019; Jamal et al., 2020) and decoupling representation and 
classifier (Zhou et al., 2020a; Kang et al., 2020; Zhong et al., 2021). These work usu-
ally require extra data to rebalance the imbalanced distribution, such as re-sampling and 
synthetic samples, and are easily overfitting to some certain class. Extra unlabeled data 
is easy to obtain and has been proved to improve the model generalization(Yang & Xu, 

Fig. 1  Experimental results on CIFAR-10-LT under the imbalance ratio �
l
= �

u
= 100 . a Class distribution 

of labeled and unlabeled data. b Predictions on a class-balanced test set using SSL algorithm MixMatch 
(Berthelot et al., 2019) c Test accuracy gain due to SSL algorithms compares to the vanilla model trained 
using only labeled data
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2020). But these work are designed for supervised learning and do not exploit unlabeled 
data.

There have been a few studies on class-imbalanced semi-supervised learning(CISSL) 
(Igual et al., 2015; Salazar et al., 2018; Yang & Xu, 2020; Kim et al., 2020a; Wei et al., 
2021a; Lee et al., 2021; Fan et al., 2022; Guo & Li, 2022; Lai et al., 2022). Due to the 
imbalanced training data(see Fig.  1a), SSL algorithms have to face a  great challenge to 
generalize the minority classes which have few training examples. Pseudo labels for unla-
beled data generated by a model trained on labeled data are commonly leveraged in SSL 
algorithms. Although the large number of unlabeled data can help alleviate the degenera-
tion caused by imbalanced data (Yang & Xu, 2020), the pseudo labels generated by an 
initial model trained with imbalanced data tend to be biased toward majority classes and 
deteriorate the model quality(see Fig. 1c). Most SSL methods (Berthelot et al., 2019, 2020; 
Sohn et al., 2020) have not been evaluated on imbalanced class distribution.

In general, our contribution can be summarized as follows:

• We provide a brief introduction of the deep semi-supervised learning and class-imbal-
anced supervised learning to better illustrate class-imbalanced semi-supervised learn-
ing. We also conduct a comprehensive review of the advanced class-imbalanced semi-
supervised learning and summarize them into two categories from the perspective they 
are used.

• We provide an evaluation of class-imbalanced semi-supervised learning and outline the 
highlights and limitations of these categories.

• We identify two potential directions for method innovation as well as four new task set-
tings of imbalanced semi-supervised learning for future research.

Due to the reason that existing CISSL are based on the Deep semi-supervised learning 
and class-imbalanced supervised learning. In order to better illustrate CISSL, we briefly 
introduce deep semi-supervised learning and class-imbalanced supervised learning before 
reviewing CISSL. The remainder of this paper is structured as follows. Sections 2 and 3, 
give a brief introduction to deep semi-supervised learning and class-imbalanced super-
vised learning, respectively, to facilitate the discussions about CISSL. Section 4 compre-
hensively reviews existing algorithms for CISSL. Section 5 evaluates and analyzes these 
CISSL methods when labeled and unlabeled data have the same/different imbalanced class 
distribution. Section 6 discusses the future research directions for CISSL.

2  Formal definition and taxonomy of deep semi‑supervised learning

We firstly give a brief review to the Deep SSL in this section. In the standard deep SSL 
task, we are provided a set of large training examples, which include n labeled examples 
Dl = {(x1, y1),⋯ , (xn, yn)} and m unlabeled examples Du = {xn+1,⋯ , xn+m} . Generally, 
m ≫ n, x ∈ X ∈ ℝ

D, y ∈ Y = {1,⋯ ,C} where D is the number of input dimensions and 
C is the number of output classes in training examples. The aim of a deep SSL algorithm 
is to find an appropriate learning model f (x;�) ∶ {X;Θ} → Y parameterized by � ∈ Θ 
from training data, which has higher accuracy than what would have been obtained by 
only using the labeled data Dl . In supervised learning, the loss function is always defined 
as min

�∈Θ

∑
x,y∈Dl

Ls(f (x;�), y) . Obviously, it is limited to supervised loss and ignores the 
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useful information of unlabeled data. The deep SSL algorithms usually utilizes unlabeled 
data by introducing unsupervised loss and regularization. Generally, the loss function opti-
mized by SSL algorithms can be defined using Eq. 1:

where Ls refers the supervised loss, Lu refers the unsupervised loss, Ω refers the regulariza-
tion term and 𝜆, 𝛽 ∈ ℝ > 0 denotes the relative weight of the corresponding loss, which 
balances the loss terms. It is worth mentioning that regularization terms are often regarded 
as the unsupervised loss in some algorithms, which means that there is not a clear distinc-
tion between unsupervised loss and regularization terms. Different choices for the unsu-
pervised loss and regularization terms lead to different deep semi-supervised learning 
algorithms.

On the one hand, the optimization of regularization terms that are called consistency 
regularization are designed to make the predictive results to have consistency under vari-
ous disturbances, which improves the generalization of SSL algorithms by using extra 
unlabeled data. On the other hand, the optimization of the unsupervised loss, also called 
entropy minimization, is designed to make the prediction made by training models have 
high confidence, and prevent the class distribution of predictive results from being too flat 
and having no tendency. Furthermore, holistic methods combining the entropy minimiza-
tion and the consistency regularization get larger accuracy gain in SSL algorithms. It is 
worthy mentioning that although these algorithms are mainly based on deep neural net-
works, they are also applicable with non-deep neural networks or even with classifiers that 
do not use neural networks at all. We use "deep" because we want to distinguish it from 
the traditional SSL algorithms. The overall taxonomy used in SSL algorithms is shown in 
Fig. 2.

2.1  Entropy minimization

Entropy minimization (Grandvalet & Bengio, 2005), based on low-density assumption (Zhou, 
2017), is a way that encourage deep neural networks to make high confident predictions on 
unlabeled data regardless of the predicted class. Naturally, entropy minimization discourages 

(1)
min
�∈Θ

∑

x,y∈Dl

Ls(f (x;�), y)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

supervised loss

+ �

∑

x∈Du

Lu(f (x;�))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

unsupervised loss

+ �

∑

x∈Dl∪DU

Ω(x;�)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

regularization term

Fig. 2  The taxonomy of representative deep semi-supervised learning methods based on the design of loss 
function
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the decision boundary from passing the nearby area of data points where it would otherwise 
be forced to produce low-confidence predictions. This is done by adding an unsupervised loss 
term to minimize the entropy of the prediction function f (x;�) on unlabeled data. For a set 
of training examples with C output classes, the entropy minimization term can be defined as 
Eq. 2.

Inspired by entropy minimization, researchers on SSL algorithms later propose Pseudo-
Label (Lee, 2013) and Meta Pseudo-Label(MPL) (Pham et  al., 2021). Pseudo-Label 
produces “pseudo labels” for unlabeled data using the prediction function itself over the 
course of training, and uses those with a corresponding class probability larger than a pre-
defined threshold as targets for a standard supervised loss function applied to. MPL uses 
the student-teacher setting, where the teacher model and the student model are trained in 
parallel. The teacher model is responsible for generating better pseudo labels and the stu-
dent model learns from the pseudo labels generated by the teacher model.

However, models trained with class-imbalanced data can overfit to data points from classes 
which have a large number of training examples, resulting in a model which is biased towards 
majority classes and away from minority classes.

2.2  Consistency regularization

Consistency regularization, based on manifold assumption (Zhou, 2017), can be seen as a 
way of utilizing the unlabeled data to find a smooth manifold on which the dataset lies. It 
describes a class of methods (Rasmus et al., 2015; Sajjadi et al., 2017; Laine & Aila, 2017; 
Tarvainen & Valpola, 2017; Miyato et  al., 2019; Xie et  al., 2020) with following intuitive 
goal: Giving a perturbations x + 𝜁 → x̂ to data points x, its prediction output f (x;�) should 
have consistency. Generally, this involves minimizing d(f (x;𝜃), f (x̂;𝜃)) where d measures a 
distance between the prediction function’s outputs, e.g. mean squared error (MSE) (Sajjadi 
et  al., 2017), Kullback–Leibler divergence (KL) (Cover & Thomas, 1999) or Jensen-Shan-
non divergence (JS) (Lin, 1991). For a training example with C possible output classes, and 
m =

1

2
(f (x;𝜃) + f (x̂;𝜃)) , the measure can be calculated as follows.

This simple principle has produced a series of methods (Rasmus et al., 2015; Sajjadi et al., 
2017; Laine & Aila, 2017; Tarvainen & Valpola, 2017; Miyato et al., 2019; Xie et al., 2020) 
commonly used for SSL. The y differ in the use of data perturbation methods and distance 
calculation methods. The Ladder Network (Rasmus et al., 2015) uses only one perturbation 

(2)Lu =

C∑

k=1

−f (x;�)k log f (x;�)k

(3)dMSE(f (x;𝜃), f (x̂;𝜃))
1

C

C∑

k=1

(f (x;𝜃)k − f (x̂;𝜃)k)
2

(4)dKL(f (x;𝜃), f (x̂;𝜃)) =
1

C

C∑

k=1

f (x;𝜃)k log
f (x;𝜃)k

f (x̂;𝜃)k

(5)dJS (f (x;𝜃), f (x̂;𝜃)) =
1

2
dKL (f (x;𝜃),m) +

1

2
dKL(f (x̂;𝜃),m)
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to produce consistency regularization. Furthermore, Π-Model(Sajjadi et al., 2017) creates 
two random perturbations of a sample for both labeled and unlabeled data. By making the 
same unlabeled sample propagates forward twice in each epoch of the training process, it 
introduced the random perturbations (Hinton et  al., 2012; Ciresan et  al., 2012). Similar 
to the Π-Model, Temporal Ensembling (Laine & Aila, 2017) forms a consensus predic-
tion under different regularization and input augmentation conditions. Then, Mean-Teacher 
(Tarvainen & Valpola, 2017) replaces the output of an ensemble model using an expo-
nential moving average of model weighting parameters. Inspired by adversarial training 
(Goodfellow et al., 2014), Miyato et al. (2019) propose Virtual Adversarial Training (VAT) 
to using the adversarial noise as the additive perturbation, which can maximally change 
the output class distribution. Unsupervised Data Augmentation (Xie et  al., 2020) uses 
advanced data augmentation methods, such as AutoAugment(Cubuk et  al., 2018), Rand 
Augment(Cubuk et al., 2019) and Back Translation(Edunov et al., 2018), as perturbations 
for consistency training based SSL.

These consistency regularization methods work well when the class distribution is bal-
anced, but they can be overfitting to the data from majority classes due to the reason that con-
sistency loss is mainly determined by the majority of training samples.

2.3  Holistic methods

Entropy minimization and consistency regularization both achieve great success in semi-
supervised learning. An emerging line of work (Berthelot et al., 2019, 2020; Sohn et al., 2020) 
in SSL is a set of holistic approaches that try to unify the current dominant methods in SSL in 
a single framework, achieving better performances.

2.3.1  MixMatch

MixMatch (Berthelot et al., 2019) is a holistic approach which incorporates ideas of consist-
ency regularization (Sajjadi et  al., 2017), pseudo-labeling (Lee, 2013) and MixUp (Zhang 
et  al., 2019), resulting in an algorithm that surpasses the performance of the traditional 
approaches (Lee, 2013; Rasmus et al., 2015; Laine & Aila, 2017; Tarvainen & Valpola, 2017; 
Miyato et al., 2019).

Giving a batch X  from the labeled set Dl containing pairs of inputs and their corresponding 
one-hot targets and an equal-sized batch U from the unlabeled set Du containing only unla-
beled data, MixMatch produces a batch of augmented labeled examples X′ and a batch of 
augmented unlabeled examples U′ with their proxy labels ŷ , which can be used to compute the 
losses.

(6)X�,U� = MixMatch(X,U, T ,K, �)

(7)Ls =
1

|X�|
∑

x,y∈X�

H(y, f (x;�))

(8)Lu =
1

|U�|
∑

x,ŷ∈U�

dMSE(ŷ, f (x;𝜃))
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where K is the number of augmented versions for per unlabeled example, T is the sharpen 
temperature of the categorical distribution (Goodfellow et al., 2016) to reduce the guessed 
label overlap, H is the function of cross entropy loss, � is a Beta distribution parameter for 
MixUp and � is a weight of the unsupervised loss.

MixMatch produces K augmentations x̂1,..., x̂K for each unlabeled example x and aver-
ages the corresponding class probability as the pseudo label ŷ = 1

K

∑K

k=1
f (x̂k, 𝜃) . The gen-

erated pseudo labels ŷ in the form of a probability distribution over C classes are sharpened 
by adjusting the temperature T, computed as follows where (ŷ)i refers to the probability of 
class i out of C classes.

Then, after creating two augmented batches X′ and U′ using MixUp (Zhang et al., 2019), 
MixMatch trains the model using the standard SSL losses by computing the cross entropy 
loss (H(p, y)) for the supervised loss Ls , and the consistency loss for the unsupervised loss 
Lu.

2.3.2  ReMixMatch

Berthelot et al. (2020) propose to improve MixMatch (Berthelot et al., 2019) by introduc-
ing two new techniques, distribution alignment and augmentation anchoring. Distribution 
alignment encourages the marginal distribution of predictions on unlabeled data to be close 
to that of ground-truth labels. Let y be the class distribution in the true labels and and ỹ be 
a running average of model prediction on unlabeled data. The model prediction q = f (x;�) 
on an unlabeled sample x is normalized to be q̃ = Normalize(q × y∕ỹ) to match the true 
distribution, where Normalize(k)i = ki∕

∑
j kj . Then q̃ is used as the pseudo label for x. 

Augmentation anchoring feeds K strongly augmented versions using CTAugment (Control 
Theory Augment) (Berthelot et  al., 2020) of the input into the model, CTAugment only 
samples augmentations that keep the model predictions within the network tolerance com-
pared with the prediction for a weakly-augmented version of the same input.

The ReMixMatch loss consists of four terms: a supervised loss with data augmenta-
tion and MixUp applied; an unsupervised loss with data augmentation and MixUp applied, 
using pseudo labels as targets; a cross entropy loss on a single heavily-augmented version 
of unlabeled image without MixUp; and a rotation loss (Gidaris et al., 2018; Zhai et al., 
2019) as in self-supervised learning.

2.3.3  FixMatch

Sohn et  al. (2020) combines consistency regularization and pseudo-labeling with a sim-
ple framework as well as using weak and strong augmentation for consistency regulari-
zation separately. For supervised loss Lu , FixMatch computes standard cross-entropy loss 
on a weakly augmented version of labeled examples Aw(x) from the labeled set Dl . For 
unsupervised loss, FixMatch first computes the model’s predicted class distribution with a 
weakly augmented unlabeled example from the unlabeled set Du . Then, the predicted label 

(9)L = Ls + �Lu

(10)(ŷ)i = (ŷ)
1

T

i

/ C∑

j=1

(ŷ)
1

T

j
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is retained as pseudo label if the highest class probability is greater than the threshold � . 
With a pseudo label, strongly augmented unlabeled example As(x) is generated to assign 
the pseudo label obtained with the weakly labeled version. The total loss can be written as 
follows:

here H is the function of cross entropy loss and � is a weight of the unsupervised loss.
According to the ablation studies of FixMatch, Cutout (Devries & Taylor, 2017) and 

CTAugment (Berthelot et al., 2020) as part of strong augmentations are necessary for good 
performance. When the weak augmentation for label guessing is replaced with strong aug-
mentation, the model diverges early in training. If discarding weak augmentation com-
pletely, the model overfits the guessed labels. Using weak instead of strong augmentation 
for pseudo label prediction leads to unstable performance.

2.4  Summary of discussions

As discussed above, the hybrid methods integrate the most successful approa-ches in SSL, 
such as entropy minimization, consistency regularization and data augmentation, and adapt 
them in order to achieve SOTA performance. However, these deep semi-supervised algo-
rithms can hardly achieve the same effect in class-imbalanced data distribution as in class-
balanced data distribution. But due to its great success in SSL, existing CISSL algorithms 
use these algorithms as backbone to make sure that they can utilize the high-quality repre-
sentations learned by the backbone.

3  Formal definition and taxonomy of class‑imbalanced supervised 
learning

Class-imbalanced supervised Learning (CISL) is another field closely related  
to CISSL. In standard CISL, we are given a labeled dataset D = {(x1, y1) , 
⋯ , (xn, yn)}, x ∈ X ∈ ℝ

D, y ∈ Y = {1,⋯ ,C} where D is the number of input dimensions 
and C is the number of output classes in training examples. We denote the number of 
labeled data points of class c as Nc , i.e., 

∑C

c=1
Nc = N , and assume that the C classes are 

sorted according to cardinality in descending order, i.e., N1 ≥ N2 ≥ ⋯ ≥ NC . We denote 
the ratio of the class imbalance as � =

N1

NC

 . Under class-imbalanced scenarios, especially 
the long-tailed distribution, 𝛾 ≫ 1 . The aim of CISL algorithms is to find a appropriate 
learning model f (x;�) ∶ {X;Θ} → Y parameterized by � ∈ Θ from training data, which 
can alleviate the performance degradation caused by using imbalanced training data.

An intuitive solution to class-imbalanced tasks is to make the algorithms have good 
performance on both majority classes and minority classes by rebalancing the data 

(11)Ls =
1

|Dl|
∑

x∈Dl

H(y, f (Aw(x);�))

(12)Lu =
1

|Du|
∑

x∈Du

1(max(f (Aw(x);𝜃) > 𝜏))H(f (Aw(x);𝜃), f (As(x);𝜃))

(13)L = Ls + �Lu
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distribution. Most SOTA methods use the class-balanced re-sampling (He & Garcia, 2009; 
Pouyanfar et al., 2018; Xu et al., 2021) or loss re-weighting (Buda et al., 2018; Byrd & 
Lipton, 2019; Cui et al., 2019; Park et al., 2021; Huang et al., 2020; Cao et al., 2019) to 
“simulate” a balanced training set. However, they may under-represent the majority class 
or have gradient issues during optimization. Other learning paradigms, including transfer 
learning (Liu et al., 2019; Yin et al., 2019; Jamal et al., 2020), synthetic samples (Chawla 
et al., 2002; Chou et al., 2020) and meta-learning (Ren et al., 2020; Shu et al., 2019), have 
also been explored. Recent studies (Zhou et  al., 2020a; Kang et  al., 2020; Zhong et  al., 
2021) also find that decoupling the representation and classifier can lead to better imbal-
anced learning results. The overall taxonomy used in CISL algorithms is shown in Fig 3

3.1  Re‑sampling

The re-sampling (He & Garcia, 2009; Liu et al., 2009; Shen et al., 2016; Devi et al., 2017; 
Pouyanfar et  al., 2018; Gupta et  al., 2019; Kim et  al., 2020b; Xu et  al., 2021) approach 
directly balances the training data distributions by re-sampling, e.g., under-sampling (He 
& Garcia, 2009; Liu et al., 2009; Devi et al., 2017) the majority classes or oversampling 
(Shen et al., 2016; Pouyanfar et al., 2018; Gupta et al., 2019; Kim et al., 2020b) the minor-
ity classes. However, under-sampling of head-classes may lose some valuable information, 
and is not applicable when the data imbalance between classes is significant as missing a 
lot of information. Over-sampling is susceptible to overfitting to certain repetitive samples, 
and often requires a longer training time.

3.2  Re‑weighting

Cost-sensitive re-weighting methods assign different weights to samples to adjust their 
importance. Commonly used methods include re-weighting samples inversely propor-
tional to the number of the class (Wang et  al., 2017; Huang et  al., 2020) or the square 
root of class frequency (Mahajan et al., 2018). Instead of heuristically using the number of 

Fig. 3  The taxonomy of representative class-imbalanced supervised learning methods
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classes, Cui et al. (2019) proposed using the effective number of samples, and Cao et al. 
(2019) proposed label-distribution-aware margin loss to solve the overfitting to the minor-
ity classes by regularizing the margins. Lin et al. (2017) proposed Focal Loss to improve 
the Cross-Entropy loss by adding a modulating factor, which distinguishes between simple 
and hard samples. The weight of the simple samples is reduced, while paying more focus 
on the hard samples. so Focal Loss can effectively improve the learning of tail classes. 
While these methods can successfully assign more weights to the minority samples, they 
assign the same weights to all samples belonging to the same class, regardless of individual 
importance. It makes deep models with large-scale data difficult to optimize during train-
ing and may suffer from heavy over-fitting to tail classes, especially on small datasets.

3.3  Synthetic samples

Synthetic samples (Chawla et al., 2002; He et al., 2008; Chou et al., 2020; Zhong et al., 
2021; Dablain et al., 2022) is to generate "new" data similar to the samples belonging to the 
minority classes. The classic method SMOTE (Chawla et al., 2002), synthesizes a sample 
by linearly interpolating the K-nearest neighbor of the randomly selected few. It is similar 
to data augmentation. Inspired by the method of data augmentation called MixUp (Zhang 
et al., 2019; Chou et al., 2020) proposed the MixUp version of class-imbalanced data dis-
tribution. Another classical approach is ADASYN (He et al., 2008), which can adaptively 
decide how many synthetic samples to generate for each minority class based on the distri-
bution of the samples. First the degree of imbalance as well as the number of new synthetic 
samples to be generated are calculated, then the distribution of each minority class sample 
is calculated and the distribution is used to determine the number of synthetic samples for 
each class. Synthetic samples expand the data in tail classes, alleviating the imbalance of 
training samples. It is very efficient and economical, especially in some cases where data 
is hard to obtain. But the new data created by the synthetic approach does not belong to the 
real dataset. It may easily be influenced by the noise and other undesirable factors that will 
degenerate the model performance from the original dataset.

3.4  Meta learning

Recently, the meta-learning based approach (Ren et al., 2020; Shu et al., 2019) has emerged 
to enhance the performance of re-weighting and re-sampling. Shu et al. (2019) proposed a 
meta-learning process to learn a weighting function. Ren et al. (2020) proposed the meta-
sampler and a balanced softmax function, which accommodates the shift of the distribu-
tions between the training data and test data. Although these methods can achieve satis-
factory performance, they are somewhat difficult to implement in practice. For example, 
meta-weight-net (Shu et al., 2019) requires additional unbiased data for learning, and the 
meta-sampler (Ren et al., 2020) is computationally expensive in practice.

3.5  Transfer learning

Due to the rich training resources in the head classes. Some researchers try to leverage 
the knowledge learned from the head class to guide the learning of the tail class with few 
training samples. These transfer-based approaches (Liu et al., 2019; Yin et al., 2019; Liu 
et al., 2020; Jamal et al., 2020) are aimed to share feature knowledge between head and tail 
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classes. The basic idea of these methods is to model the samples from majority classes and 
the samples from minority classes separately, and transfer the representation learned from 
the majority classes to minority classes. For instance, Liu et al. (2019) constructed a fea-
ture cloud for each feature, transferring from the head classes to extend the distribution of 
the tail classes. Yin et al. (2019) trained less biased classifiers by leveraging the knowledge 
of intra-class variance from head-classes to tail-classes, adapting the feature distribution of 
tail-classes to mimic that of head-classes. Following that, Liu et al. (2020) transferred the 
intra-class distribution of head classes to tail classes in the feature space, encouraging the 
tail classes to achieve similar intra-class angular variability with the head classes. But these 
methods usually need complex model design for knowledge transfer and may cause the 
performance degradation of head classes.

3.6  Decoupling representation and classifier

Recent work (Zhou et al., 2020a; Kang et al., 2020; Zhong et al., 2021) find that although 
class rebalance matters for jointly training representation and classifier, using instance-
balanced sampling can provide more general representations. They find that using random 
data sampling in representation learning and class-balanced sampling in classifier learning 
can perform better than conventional one-stage methods. Based on this observation, Kang 
et al. (2020) achieved SOTA results by decoupling representation and classifier learning. In 
representation learning, the model is trained with instance-balanced sampling. And then, 
the classifier of the model is fine-tuned with class-balanced sampling to obtain a classifier 
with balanced decision boundaries, on top of the learned representations. Similarly, Zhou 
et  al. (2020a) integrated MixUp training into the proposed cumulative learning strategy. 
It bridges the representation learning and classifier rebalancing. The cumulative learning 
strategy is designed to first learn the universal patterns and then pay attention to the tail 
data gradually. Furthermore, Zhong et al. (2021) proposes a method designing label-aware 
smoothing to handle different degrees of overconfidence for classes and reduce dataset bias 
by shift learning on the batch normalization (Ioffe & Szegedy, 2015) layer in the decou-
pling framework.

3.7  Summary of discussions

These CISL algorithms are designed for supervised learning and always require label 
information to balance the class-imbalanced data distribution, thus, not applicable to unla-
beled data. The performance degradation of deep learning models is still widespread under 
extreme class imbalance.

4  Class‑imbalanced semi‑supervised learning

Most CISSL algorithms are developed from SSL or/and CISL algorithms. With the discus-
sions about algorithms for SSL in Sect.  2 and CISL in Sect.  3, we are ready to discuss 
CISSL algorithms. Similar to the standard deep SSL task, the training data of the CISSL 
task consists of n labeled examples Dl = {(x1, y1),⋯ , (xn, yn)} and m unlabeled examples 
Du = {xn+1,⋯ , xn+m} . Generally, m ≫ n, x ∈ X ∈ ℝ

D, y ∈ Y = {1,⋯ ,C} where D is the 
number of input dimension and C is the number of output class in training examples. We 
denote the number of data points in class C under Dl and Du as nc and mc , respectively, i.e., 
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∑C

c=1
nc = n and 

∑C

c=1
mc = m . We assume that the C classes are sorted in descending 

order, i.e., n1 ≥ n2 ≥ ⋯ ≥ nC and m1 ≥ m2 ≥ ⋯ ≥ mC . The ratio of the class imbalance 
under Dl and Du are denoted as �l =

n1

nc
 and �u =

m1

mc

 . Under class-imbalanced scenarios, 
𝛾l ≫ 1, 𝛾u ≥ 1 . In general, we assume that Dl and Du have the same distribution, i.e., 
�l = �u . But there are some cases where Dl and Du have different distributions, i.e., �l ≠ �u . 
The aim of CISSL algorithms is to find a appropriate learning model f (x;�) ∶ {X;Θ} → Y 
parameterized by � ∈ Θ from imbalanced training data to mitigate the generalization risk.

In general, accurate decision boundaries can be obtained in class-imbalan-ced settings 
through self-supervised learning and semi-supervised learning (Yang & Xu, 2020). The 
representatives are DARP (Kim et al., 2020a), CReST (Wei et al., 2021a), ABC (Lee et al., 
2021), DASO(Oh et al., 2021), COSSL(Fan et al., 2022) and Adsh(Guo & Li, 2022). Due 
to the strategy they used, these CISSL algorithms can be divided into two parts, one is 
aimed to improve the pseudo-label acquired by the training model from SSL perspective. 
The other one is to employ classifier adjustment to acquire a balanced classifier from the 
CISL perspective. The overall taxonomy used in CISSL algorithms is shown in Fig 4.

4.1  Pseudo labeling

Existing SSL studies (Lee, 2013) are mostly based on generating pseudo labels for unla-
beled data from the prediction of the training model. But the pseudo labels could be even 
more imbalanced compared with the true labels of labeled and unlabeled data due to the 
biased prediction of the model, caused by imbalanced data distribution (Kim et al., 2020a). 
The low-quality pseudo labels degenerate the model performance. Several methods (Kim 
et al., 2020a; Wei et al., 2021a; Oh et al., 2021; Guo & Li, 2022) have been proposed to 
acquire high quality pseudo labels.

4.1.1  DARP

Although higher accuracy could be achieved by using extra unlabeled data in class-imbal-
anced learning, the model accuracy is mainly improved for majority classes and even 
declined for minority classes. Recent studies (Kim et al., 2020a; Wei et al., 2021a) also find 
that pseudo labels generated by initial model trained on imbalanced data are biased toward 
majority classes. Subsequent training with such biased pseudo labels intensifies the bias 
and deteriorates the model quality.

Kim et al. (2020a) refine the original biased pseudo labels to match the true distribution of 
unlabeled data by formulating a Lagrangian dual optimization problem, which can minimize 

Fig. 4  The taxonomy of representative class-imbalanced semi-supervised learning methods
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the distortion from the original pseudo labels and match the true distribution of the training 
data. In order to get higher quality of the refined pseudo labels, they remove some small and 
noisy entries of the original pseudo labels in DARP. DARP is flexible to cope with different 
scenarios and can be combined with some CISL algorithms (Kang et al., 2020).

4.1.2  CReST

Wei et  al. (2021a) find that the biased model trained on class-imbalanced data indeed per-
forms favorably on majority classes in terms of recall, but favors minority classes in terms of 
precision, which indicates that many samples from minority classes are predicted as one of the 
majority classes. Based on this finding, they propose a self-training technique called CReST to 
balance biased models.

To accommodate the class imbalance, CReST uses two modifications to the self-training 
strategy. First, instead of solely training on the labeled data, CReST uses SSL algorithms to 
exploit both labeled and unlabeled data to get a better initial model in the first step. In the sec-
ond step, rather than including every sample that has pseudo labels with high confidence into 
the labeled set, CReST instead expands the labeled set with a re-sampling strategy (Xu et al., 
2021). CReST chooses the pseudo labels following a class-rebalancing rule: the less frequent 
a class c is, the more unlabeled samples that are predicted as class c are included into the 
labeled set. Due to the reason that the minority classes maintain high precision in the biased 
models. CReST can get more pseudo labels that are close to the true labels from the minority 
classes, which alleviate the data imbalance. By introducing progressive distribution alignment 
(Berthelot et al., 2020), it also improves the quality of pseudo labels, which is distinguished as 
CReST+.

4.1.3  DASO

Oh et al. (2021) observed that semantic pseudo-labels(Han et al.., 2020) obtained from a sim-
ilarity-based classifier(Snell et  al., 2017) p = g(x;�) are biased towards minority classes as 
opposed to linear classifier-based pseudo-labels(Lee, 2013; Sohn et al., 2020)q = f (x;�) being 
biased towards majority classes. To obtain more balanced pseudo-label, Oh et al. (2021) pro-
posed to blend the linear and semantic pseudo-labels for each class in different proportions, 
which is based on the distribution of the unlabeled training data. Inspired by the success of 
consistency regularization (Xie et al., 2020; Sohn et al., 2020), Oh et al. (2021) also intro-
duced semantic alignment loss Lalign as extra regularization term. It use a weakly augmented 
version Aw(x) and a strongly augmented version As(x) of labeled examples x from the labeled 
set Du to compute the semantic alignment loss. The total loss can be written as follow:

where Lback refers to the loss of the backbone algorithm (Sohn et  al., 2020). It is worth 
mentioning that the original linear pseudo-label of the backbone algorithms is replaced by 
the proposed blended pseudo-label.

(14)Lalign = H(g(Aw(x);�), g(As(x);�))

(15)Ltotal = Lback + Lalign
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4.1.4  Adsh

FixMatch uses a fixed threshold for all classes to select pseudo-label,in order to select 
correct pseudo-labels and discard noise ones. But it is not available when training data 
is class-imbalanced. In CISSL, the training models are easily biased toward majority 
classes. Samples predicted as minority class tend to be eliminated while samples predicted 
as majority classes tend to be selected. And the discarded samples that are predicted as 
minority classes still hold high precision, while the retained samples that are predicted 
as majority classes have low precision and many of them may have wrong pseudo-labels, 
which leads to performance degradation.

In order to obtain more correct pseudo-label, Guo and Li (2022) proposed the adap-
tive thresholding for different classes to minimize empirical risk. Similar to curriculum 
learning (Zou et al., 2019), it uses the percentage of selected pseudo-labels for the most 
majority class to measure the learning effect. The threshold of each class depends on the 
number of pseudo-labels to be selected for the class and the confidence of selected pseudo-
label of each class, making sure that the same percentage of pseudo-labels is selected for 
each class. This ensures pseudo-labels with the same confidence level with-in class can be 
selected for every class.

4.2  Balanced classifier learning

Unlike the algorithms trying to obtain pseudo-labels with higher quality, the balanced 
classifier learning method aims to employ class-balanced sampling or post-hoc classifier 
adjustment from the CISL perspective. It alleviates the need for a large number of pseudo-
labels with high quality to rebalance the distribution.

4.2.1  ABC

To alleviate the bias caused by the class-imbalanced loss, Lee et  al. (2021) provides an 
auxiliary balanced classifier(ABC) to rebalance the biased model by introducing extra reg-
ularization terms.

Inspired by the success of decoupling representation and classifier (Zhou et al., 2020a; 
Kang et al., 2020; Zhong et al., 2021) in CISL, ABC is attached to a representation layer 
immediately preceding the classification layer of the backbone, based on the argument that a 
classification algorithm can learn high-quality representations even if its classifier is biased 
toward the majority classes. ABC is trained to be balanced across all classes by using a mask 
that rebalances the class distribution, which is similar to re-sampling in CISL studies. The 
mask stochastically regenerates a class-balanced subset of a minibatch on which the ABC 
is trained. So ABC can overcome the limitations of the previous re-sampling techniques, 
including overfitting on minority-class data and loss of information on majority-class data. 
To increase the margin between the decision boundary and the data points using unlabeled 
data, beside the classification loss Lcls of the auxiliary balanced classifier, ABC also con-
ducts a consistency regularization loss Lcon for the auxiliary balanced classifier, similar to 
the way in FixMatch. The total loss function Ltotal can be calculated as:

(16)Ltotal = Lcls + Lcon + Lback.
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where Lback refers to the loss of the backbone algorithm (Sohn et al., 2020; Berthelot et al., 
2020). By using extra regularization term, ABC can mitigate the bias of the learning model 
caused by class imbalance.

4.2.2  COSSL

The COSSL (Fan et  al., 2022) decouples the training of representation and classifier 
while coupling them in a non-gradient manner. The learning is decoupled into two parts: 
the semi-supervised representation learning and balanced classifier learning. COSSL 
connects them by sharing the pseudo-label generated by the balanced classifier and the 
shared feature learned by representation learning.

During the semi-supervised representation learning, the training samples are selected 
randomly. COSSL uses the backbone algorithms to obtain a good representation and 
share it with a momentum encoder for feature extraction. During the classifier learn-
ing, the labeled data is selected by a balanced sampler and unlabeled data is selected by 
a  random sampler. Then, it produces a balanced classifier by using Tail-class Feature 
Enhancement, which is similar to re-sampling and MixUp(Zhang et al., 2019). Different 
from MixUp, it blends the labeled data and unlabeled data with the probability depend-
ing on the class distribution so that the more labeled data a class has, the less fused 
data is synthesized for classifier learning. It generated pseudo-labels for representation 
learning by using the momentum encoder from representation learning and the balanced 
classifier from balanced classifier learning, enhancing both representation learning and 
classifier learning.

5  Evaluation

In this section, we evaluate various algorithms including SSL, CISL and CISSL under 
various scenarios for class-imbalanced classification problems. We first provide descrip-
tion of our experimental setups in Sect. 5.1, and give empirical evaluations on existing 
CISSL algorithms and other baseline algorithms under various scenarios.

5.1  Experimental setup

We choose CIFAR-10/100 (Krizhevsky, 2009) and SHVN (Netzer et  al., 2011) as 
the basic datasets to create various class-imbalanced datasets with the class-imbal-
ance ratio of labeled data �l and the class-imbalanced ratio of unlabeled data �u . 
There are two types of class imbalance, the long-tailed imbalance where the num-
ber of data points exponential decline from the largest class to the smallest class, 
i.e. nk = n1 ∗ �

1−k

L−1 , and the step imbalance (Buda et  al., 2018) where the major-
ity classes have same number of data points and the minority classes also have the 
same number of data points. We choose n1 = 500,m1 = 4500 for CIFAR-10-LT, 
n1 = 150,m1 = 300 for CIFAR-100-LT and n1 = 1000,m1 = 4000 for CIFAR-10-Step 
and SHVN-Step. Two types of class imbalance for the considered datasets are illus-
trated in Fig. 5. In Fig. 5a, we set �l = �u = 50, n1 = 500,m1 = 4500 . In Fig. 5b, we set 
�l = �u = 100, n1 = 1000,m1 = 4000 . We can also see that each minority class of step-
imbalance setting has a very small amount of data in Fig. 5b. Existing SSL algorithms 
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can hardly perform well on minority class under step imbalanced settings due to the 
scarce data in minority class.

We evaluated the performance of seven algorithms, including:

• WRN-28-2 (Zagoruyko & Komodakis, 2016) (Vanilla algorithm): The basic Deep 
CNN is trained on only labeled data with the simple cross-entropy loss.

• MiSLAS (Zhong et  al., 2021) (CISL algorithm): The SOTA CISL algorithm uses 
MixUp (Zhang et al., 2019) and label-aware smoothing to handle different degrees of 
overconfidence for classes and reduce dataset bias by shift learning on the batch nor-
malization layer in the decoupling framework, without using extra unlabeled data.

• MixMatch (Berthelot et  al., 2019), ReMixMacth (Berthelot et  al., 2020), FixMatch 
(Sohn et  al., 2020) (SSL algorithms): The SOTA SSL algorithms combined consist-
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Fig. 5  Long-tailed imbalance and step imbalance

Table 1  Overall accuracy/tail-class(the three classes with least training samples)accuracy with the long 
tailed imbalanced setting

SSL denotes semi-supervised learning and CISL denotes class-imbalanced supervised learning
Bold values indicate the best number

Algorithm SSL CISL CIFAR-10-LT(�
l
= �

u
)

�
l
= 50 �

l
= 100 �

l
= 150

Vanilla – ✓ 49.3 ± 1.68 / 23.0 ± 3.44 44.2 ± 0.37 / 10.3 ± 2.22 40.4 ± 1.10 / 5.1 ± 1.83

MiSLAS – – 60.0 ± 0.38 / 45.1 ± 2.79 53.0 ± 0.11 / 28.4 ± 1.39 48.6 ± 0.86 / 20.5 ± 2.15

MixMatch ✓ – 62.5 ± 1.46 / 22.1 ± 3.80 56.7 ± 1.05 / 7.6 ± 2.56 52.2 ± 2.07 / 7.9 ± 3.21

FixMatch ✓ – 76.0 ± 0.96 / 52.5 ± 3.67 68.7 ± 0.70 / 35.3 ± 2.58 63.2 ± 0.32 / 20.5 ± 0.20

w/ CReST+ ✓ – 81.0 ± 0.51 / 73.4 ± 1.47 74.5 ± 0.61 / 56.1 ± 1.56 72.3 ± 0.70 / 46.3 ± 2.52

w/ DARP ✓ – 79.9 ± 0.12 / 65.2 ± 0.59 73.9 ± 0.96 / 51.0 ± 1.98 68.4 ± 0.23 / 36.5 ± 1.13

w/ ABC ✓ – 82.4 ± 0.51 / 73.4 ± 2.05 77.2 ± 0.54 / 63.4 ± 1.87 73.4 ± 0.81 / 51.6 ± 2.65

w/ Adsh ✓ – 77.8 ± 0.41 / 61.0 ± 0.54 68.9 ± 0.74 / 36.1 ± 1.89 65.1 ± 1.10 / 28.8 ± 1.54

ReMixMatch ✓ – 78.1 ± 0.43 / 59.7 ± 1.78 72.2 ± 0.40 / 45.1 ± 1.99 68.1 ± 0.52 / 35.8 ± 1.63

w/ CReST+ ✓ – 80.7 ± 0.61 / 71.2 ± 1.18 74.0 ± 0.64 / 54.9 ± 2.69 69.4 ± 2.54 / 37.5 ± 3.71

w/ DARP ✓ – 78.6 ± 0.30 / 61.3 ± 0.95 72.9 ± 0.62 / 47.1 ± 1.10 68.7 ± 0.81 / 37.0 ± 2.59

w/ ABC ✓ – 84.2±0.20 / 77.9±0.34 79.0±0.29 / 70.7±1.44 77.9±1.02 / 68.5±2.21



5073Machine Learning (2024) 113:5057–5086 

1 3

ency regularization and pseudo labels have achieved great success in SSL, without tak-
ing class imbalance into account.

• DARP (Kim et al., 2020a) (CISSL algorithm): The algorithm uses DARP to refine the 
pseudo label obtained by SSL algorithms, e.g. FixMatch and ReMixMatch.

• CReST (Wei et al., 2021a) (CISSL algorithm): The algorithm alleviates the class imbal-
ance by selecting pseudo-labeled unlabeled instances classified as minority classes with 
a higher confidence than those classified as majority classes.

• ABC (Lee et al., 2021) (CISSL algorithm): The algorithm provides auxiliary balanced 
classifier to rebalance the biased model by introducing extra regularization terms.

• Adsh (Guo & Li, 2022) (CISSL algorithm): The algorithm based on FixMatch uses 
adaptive class-dependent pseudo-label thresholding to get high quality pseudo-labels.

All experiments are trained with batch size 64 for 250, 000 iterations. We used the Adam 
optimizer (Kingma & Ba, 2015) with a learning rate of 0.002, and used Cutout (Devries & 
Taylor, 2017) and RandomAugment (Cubuk et al., 2019) for strong data augmentation, fol-
lowing the approach provided in Lee et al. (2021). As suggested by Berthelot et al. (2019), 
we evaluated the performance of these algorithms using an exponential moving average of 

Table 2  Overall accuracy/tail-class(the three classes with smallest training samples) accuracy under the 
long tailed setting(�

l
≠ �

u
)

SSL denotes semi-supervised learning and CISL denotes class-imbalanced supervised learning
Bold values indicate the best number

Algorithm SSL CISL CIFAR-10-LT(�
l
= 100)

�
u
= 1 �

u
= 50 � = 150

Vanilla – – 44.2 ± 0.37 / 10.3 ± 2.22 44.2 ± 0.37 / 10.3 ± 2.22 44.2 ± 0.37 / 10.3 ± 2.22

MiSLAS – ✓ 53.0 ± 0.11 / 28.4 ± 1.39 53.0 ± 0.11 / 28.4 ± 1.39 53.0 ± 0.11 / 28.4 ± 1.39

MixMatch ✓ – 36.7 ± 0.56 / 1.0 ± 0.55 56.6 ± 0.52 / 13.1 ± 2.92 56.2 ± 1.35 / 11.8 ± 3.70

FixMatch ✓ – 65.7 ± 0.52 / 23.1 ± 0.24 71.8 ± 1.12 / 41.2 ± 3.42 67.7 ± 0.77 / 33.3 ± 2.62

w/ CReST+ ✓ – 76.1 ± 1.62 / 62.1 ± 3.01 79.4 ± 1.48 / 68.6 ± 0.95 72.1 ± 2.36 / 46.2 ± 4.37

w/ DARP ✓ – 76.7 ± 0.13 / 65.5 ± 0.41 74.3 ± 0.29 / 63.4 ± 0.39 71.1 ± 0.13 / 48.1 ± 0.39

w/ ABC ✓ – 74.7±0.75 / 54.5±2.52 79.2±0.46 / 65.3±1.92 74.7±0.27 / 65.1±1.77
w/ Adsh ✓ – 60.3 ± 0.61 / 20.5 ± 2.49 73.5 ± 0.47 / 50.7 ± 2.23 67.0 ± 0.78 / 34.2 ± 1.71

ReMixMatch ✓ – 45.2 ± 0.85 / 3.4 ± 0.49 73.9 ± 0.40 / 49.4 ± 1.02 68.4 ± 0.98 / 41.3 ± 2.49

w/ CReST+ ✓ – 68.0 ± 1.35 / 28.3 ± 4.18 80.2 ± 1.01 / 70.9 ± 1.83 70.4 ± 2.10 / 46.6 ± 3.94

w/ DARP ✓ – 79.3±0.24 / 86.1±0.13 74.9 ± 0.19 / 66.6 ± 0.40 68.9 ± 0.16 / 46.9 ± 0.41

w/ ABC ✓ – 52.0±1.80 / 49.4±10.15 82.6±1.81 / 72.3±0.87 78.5±1.06 / 67.6±4.13

Table 3  Overall accuracy on CIFAR-100-LT

Bold values indicate the best number

Algorithm CIFAR-100-LT(�
l
= �

u
)

FixMatch w/ CReST+ w/ DARP w/ ABC w/ Adsh

�
l
= 10 55.1 ± 0.19 57.4 ± 0.18 56.3 ± 1.98 58.2±0.49 57.1±0.49

�
l
= 20 49.5 ± 1.34 52.1 ± 0.21 50.2 ± 0.19 53.1±0.17 50.3±0.35
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the parameters over iterations with a decay rate of 0.999, instead of scheduling the learning 
rate. There are many metrics to be used for comparison in an imbalanced setting, such as 
overall accuracy, F1-score and geometric mean(GM). Most of advanced work uses overall 
accuracy to measure the model performance due to the balanced test datasets. It can be 
seen from the Fig. 1b and c that the semi-supervised learning can hardly perform well in 
tail classes. We also use tail class accuracy to measure the model performance in another 
perspective in Tables 1, 2, 3 and 4. Each experiment is repeated five times with the long-
tailed imbalance setting and three times with the step-imbalance setting. We report the 
average and standard deviation of the performance measures.

5.2  Results

5.2.1  CIFAR‑10‑LT under l = u

We first evaluate the algorithms with �l = �u , which is the most common scenarios that 
labeled and unlabeled data are sampled from the same distribution. In order to produce 
convincing results, we compare the existing CISSL algorithms with SSL and CISL algo-
rithms on CIFAR-10-LT with various imbalance ratios. The result is shown in Table 1.

As shown in Table  1, we can observe that CISSL algorithms achieve better over-
all accuracy than CISL and SSL algorithms, with improved accuracy of the tail 
classes(the three classes with smallest training samples). MiSLAS, the SOTA CISL 
algorithm achieves better performance than vanilla algorithm, and worse performance 
than the SSL algorithms. Although MiSLAS alleviates class imbalance and produces 
higher accuracy for tail classes, it produces poor overall accuracy, as it doesn’t use 
extra unlabeled data. We can also observe that  the SSL algorithm MixMatch has lit-
tle improvement or even decreased the performance for the tail classes compared with 
other SSL algorithms. This may be because MixMatch only uses weak augmenta-
tion and can not learn a good high-quality representations when training data is too 
little to learn. Other SSL algorithms, FixMatch and ReMixMatch show better overall 
accuracy and tail-class accuracy than MiSLAS, even  though they don’t consider class 

Table 4  Overall accuracy/tail-class(the three classes with smallest training samples) accuracy on CIFAR-10 
and SVHN under step imbalanced setting

Bold values indicate the best number

Algorithm SSL CISL CIFAR-10-Step SVHN-Step
�
l
= �

u
= 100 �

l
= �

u
= 100

FixMatch ✓ – 54.0 ± 0.84 / 11.8 ± 1.71 79.8 ± 1.34 / 61.5 ± 2.76

w/ CReST+ ✓ – 71.1 ± 0.78 / 48.2 ± 2.26 86.6 ± 0.19 / 76.3 ± 0.23

w/ DARP ✓ – 67.9 ± 1.98 / 43.0 ± 2.12 85.3 ± 0.19 / 67.9 ± 0.40

w/ DARP+cRT ✓ ✓ 69.8 ± 1.51 / 45.1 ± 2.70 85.9 ± 0.28 / 74.3 ± 0.37

w/ ABC ✓ – 75.9±0.49 / 57.0±1.07 91.2±0.15 / 85.6 ± 0.35

ReMixMatch ✓ – 60.8 ± 0.10 / 25.1 ± 1.28 82.7 ± 0.42 / 67.4 ± 0.81

w/ CReST+ ✓ – 64.6 ± 0.97 / 33.5 ± 2.05 85.9 ± 0.13 / 73.9 ± 0.16

w/ DARP ✓ – 71.4 ± 1.97 / 48.8 ± 2.30 89.6 ± 1.08 / 77.4 ± 0.32

w/ DARP+cRT ✓ ✓ 72.3 ± 1.77 / 50.6 ± 3.53 90.5 ± 1.13 / 84.3 ± 1.86

w/ ABC ✓ – 76.4±1.70 / 65.7±1.30 91.3±1.61 / 89.8±0.95
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imbalance. This illustrates the importance of using extra unlabeled data for training. 
Interestingly, ReMixMatch achieves better accuracy than FixMatch in different imbal-
anced ratio �l , which is opposite of the result of training with class-balanced data. This 
may be because only ReMixMatch uses distribution alignment(DA) (Berthelot et  al., 
2020), which encourages the model predictions to have the same class distribution as 
the labeled set. The effect of DA can be reflected in the comparison of results between 
FixMatch+CReST+ and ReMixMatch+CReST+. Compared with DARP, Adsh and 
CReST+, ABC achieves better performance in both the whole and tail classes. This may 
be due to the reason that DARP, Adsh, CReST+ are designed to get more pseudo labels 
with higher confidence when unlabeled data is imbalanced and the unlabeled data points 
with pseudo label is too few to rebalance the class-imbalanced distribution.

5.2.2  CIFAR‑10‑LT under l ≠ u

We then evaluate the algorithms with �l ≠ �u , which is not unusual in realistic scenarios 
where labeled and unlabeled data are sampled from a different distribution. In this case, 
it is also hard to know the real distribution of unlabeled data. So, for the training model, 
the imbalance ratio �u of unlabeled data is an unknown parameter. The result is shown in 
Table 2.

Generally, the performance is related to the class-imbalanced ratio of all training data. 
The accuracy increases as the �u decreases, which means the overall distribution of train-
ing data becomes more balanced. Surprisingly, in Table 2, when �l = 100 and �u = 1 , we 
can observe that SSL algorithms, MixMatch and ReMixMatch, have little improvement 
on or even decreased the performance compared with vanilla algorithm and the perfor-
mance of FixMatch is also decreased compared with the situation �l = �u = 100 . This 
may be because a significant number of unlabeled data from tail classes are identified as 
the data from head classes, which leads to the lower confidence of the pseudo labels and 
degenerates the model performance. This demonstrates that using extra unlabeled data is 
not always helpful in SSL. Interestingly, unlike the situation in Table 1, the best accuracy 
in different ratios of �u is achieved by different CISSL algorithms. In the case of �l = 100 
and �u = 1 , where the labeled training data is imbalanced and the unlabeled data is bal-
anced, ReMixMatch+DARP achieves better overall accuracy and tail-class accuracy than 
ReMixMatch+ABC and ReMixMatch+CReST+. The way DARP used is designed to 
cope with the situation �l ≠ �u and �l = �u , even ABC and CReST+ only consider the 
situation �l = �u . When unlabeled data is balanced and labeled data is imbalanced, DARP 
refines the pseudo labels with low confidence according to the real distribution. This 
may be explained by the fact that DARP can achieve better accuracy with the situation 
�l = 100 and �u = 1 . We can also find that FixMatch+Adsh, the algorithm using adap-
tive pseudo-label thresholding, has worse result than the baseline due to its adaptive 
thresholding strategy. The adaptive thresholding may be not available when the distri-
bution of labeled and unlabeled training data is quite different. In the case of �l = 100 
and �u = 50 , where the labeled training data is imbalanced and the unlabeled data is a 
little more balanced, ReMixMatch+ABC achieve best overall accuracy and tail-class 
accuracy. It is interesting to find that FixMatch+CReST+ achieves better overall accu-
racy and tail-class accuracy than FixMatch+ABC. This may be because getting pseudo 
labels with higher confidence can effectively reduce the class imbalance when unlabeled 
data is a little more balanced than unlabeled data. In the case of �l = 100 and �u = 150 , 
where the labeled training data is imbalanced and the unlabeled data is more imbalanced, 
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ReMixMatch+ABC achieves better accuracy than other algorithms. When unlabeled 
data is more imbalanced than labeled data, even if we can get perfect pseudo labels for 
unlabeled data, it is hard to mitigate the imbalance of true distribution. This may be the 
reason why DARP, CReST+ and Adsh, the pseudo label based CISSL algorithms, can’t 
achieve the same improvement as ABC.

5.2.3  CIFAR‑100‑LT under l ≠ u

To make a more comprehensive comparison, we evaluate the algorithms on CIFAR-
100-LT. Compared with CIFAR-10, CIFAR-100 is more complex and it  is hard for the 
same algorithms to achieve the same results as it in CIFAR-10. We only use overall accu-
racy to evaluate the performance in this dataset. As the trend in Table 1, the experiment 
results of CIFAR-100-LT in Table  3 also show that ABC still outperforms other algo-
rithms. Due to the more complex classification task, the improvement of CISSL algorithms 
is also limited.

5.2.4  CIFAR‑10‑Step and SVHN‑Step under l = u

We also evaluate the algorithms with the step imbalance setting, where half of the classes 
have few training data. The experiment result of CIFAR-10-Step and SHVN-Step are pre-
sented in Table 4.

As shown in Table  4, we observe that ReMixMatch+ABC also achieves best overall 
accuracy and tail-class accuracy in CIFAR-10-Step and SVHN-Step. Due to the reason 
that the number of training samples from tail classes in step imbalance is less than that in 
long-tailed imbalance, the improvement of accuracy caused by CISSL algorithms is more 
significant.

5.2.5  More quantitative comparison

In order to present more distinct results, we provide the confusion matrices of the selected 
pseudo-labels on the unlabeled data and confusion matrices of the prediction on the 

Fig. 6  Confusion matrices of the selected pseudo-labels on the unlabeled data of CIFAR-10-LT under 
imbalance ratio �

l
= �

u
= 100
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test set. We consider FixMatch(Sohn et  al., 2020),FixMatch+DARP(Kim et  al., 2020a) 
and FixMatch+ABC(Lee et  al., 2021) trained on CIFAR-10-LT with �l = �u = 100 
and �l = 100, �u = 1 . The Figs.  6 and 7 show the results of on CIFAR-10-LT with 
�l = �u = 100 , where the labeled data and unlabeled data are sampled from the same distri-
bution. FixMatch+ABC achieves similar pseudo-labels as FixMatch and FixMatch+DARP 
achieves more balanced pseudo-labels than FixMatch+ABC and FixMatch. But due to 

Fig. 7  Confusion matrices of the prediction on the test set of CIFAR-10-LT under imbalance ratio 
�
l
= �

u
= 100

Fig. 8  Confusion matrices of the selected pseudo-labels on the unlabeled data of CIFAR-10-LT under 
imbalance ratio �

l
= 100, �

u
= 1

Fig. 9  Confusion matrices of the prediction on the test set of CIFAR-10-LT under imbalance ratio 
�
l
= 100, �

u
= 1
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limited unlabeled data, the balanced classifier learning based FixMatch+ABC can easily 
produce more balanced results than FixMatch+DARP. The Figs. 8 and 9 show the results 
of on CIFAR-10-LT with �l = �u = 1 , where the labeled data and unlabeled data are sam-
pled from the different distribution. When unlabeled data is much more balanced than 
labeled data. FixMatch+DARP achieves more balanced pseudo labels than FixMatch and 
FixMatch+ABC, leading its better accuracy on test set. As shown in Fig. 9, the pseudo-
label generated by FixMatch and FixMatch+ABC are biased towards head classes. The 
pseudo-label with low quality results that FixMatch and FixMatch+ABC often misclas-
sify test data points in the tail-classes as the data point in the head-classes. In contrast, 
FixMatch+DARP can achieve more unbiased confusion matrix on selected pseudo-
label. It can produces a significantly more balanced class-distribution than FixMatch and 
FixMatch+ABC with high quality pseudo-label. This result indicates that the improve-
ment of the quality of pseudo-label can effectively improve the performance of model 
generalization.

5.3  Summary of discussions

According to the results above, some of our finding include:

• SSL methods can effectively improve the model performance by using extra unlabeled 
data, even in class-imbalanced distribution.

• SSL may degenerate the model performance compared with the vanilla algorithms in 
some settings, as the reversed bias towards the tail class occurs.

• Different approaches exhibit substantially different levels of sensitivity to the imbal-
anced ratio of labeled and unlabeled data.

• When the unlabeled data is much more balanced than labeled data, pseudo label based 
CISSL algorithms achieve better performance as getting a lot of pseudo labels with 
high confidence can mitigate the imbalance.

• Pseudo label based algorithms can be improved by combining decoupling representa-
tion and classifier learning(Kim et al., 2020a; Kang et al., 2020) in class-imbalanced 
distribution.

• Although CISSL algorithms achieve better performance than SSL algorithms and 
CISL algorithms, it’s still hard to find a general CISSL algorithm that can achieve good 
results in all scenarios.

6  Challenges and future directions

In this section, we discuss several future research directions for CISSL from perspectives 
of method innovation and task innovation.

6.1  New methods

6.1.1  Holistic methods for CISSL

The success of holistic methods in SSL (Berthelot et al., 2019, 2020; Sohn et al., 2020) 
demonstrate the feasibility to unify the current dominant methods in CISSL. Data 
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augmentation, pseudo-labeling and consistency regularization can be integrated into a sin-
gle framework (Berthelot et al., 2019). Similarly, the refining of pseudo label and decou-
pling representation and classifier learning can be combined to get better generalization of 
learning algorithms, which can be proved by the fact that DARP+cRT (Kim et al., 2020a) 
can achieve better performance than any single one of them. Hence, how to better use unla-
beled data for CISSL is worth further exploring.

6.1.2  Self‑supervised learning

Self-supervised learning (Devlin et al., 2018; Brown et al., 2020; Grill et al., 2020; Chen & 
He, 2021; Tian et al., 2021; He et al., 2021) has attracted great attention for learning useful 
feature knowledge by only using unlabeled data in recent years. It has also been proved that 
self-supervised pre-training can benefit both class-imbalanced learning (Yang & Xu, 2020) 
and semi-supervised learning (Chen et  al., 2020). Considering representation learning is 
fundamental for all deep learning tasks, it is valuable to design better self-supervised learn-
ing methods that can resolve multiple CISSL tasks.

6.2  New tasks

6.2.1  Safe class‑imbalanced semi‑supervised learning

In SSL, it is generally accepted that the learning performance can benefit from training 
with unlabeled data, especially when labeled data is scarce. However, they are based on 
a basic assumption that labeled data and unlabeled data come from the same distribu-
tion. For example, under the situation where the imbalanced ratio �l of labeled data is 
much larger than the imbalanced ratio �u of unlabeled data, the use of unlabeled data 
can lead to the degeneration of learning performance (Kim et al., 2020a). And, the dis-
tribution of imbalanced data is often accompanied by low quality data, such as the data 
with data noise (Wu et  al., 2021; Cao et  al., 2021) or label noise (Wei et  al., 2021b; 
Karthik et al., 2021) and unlabeled data contains classes that are not seen in the labeled 
data (Guo et al., 2020). Most existing algorithms (Kim et al., 2020a; Wei et al., 2021a; 
Lee et  al., 2021), are trained with the assumption that all training data and labels are 
clean, leading to degeneration of model performance in practical applications. Thus, 
safe CISSL approaches have practical significance.

6.2.2  Semi‑supervised out‑of‑distribution detection

Class-imbalanced learning can be regarded as a subdomain of out-of-distri-bution 
(OOD) generalization (Wald et al., 2021; Wang et al., 2021; Zhang et al., 2021), where 
the distribution of training data and testing data are different. OOD generalization is 
closely related to OOD detection(Yang et  al., 2021; Fang et  al., 2022). The former 
requires the model being robust to distribution shift while the latter requires the model 
being aware of the semantic shift. In class-imbalanced semi-supervised learning, the 
distributions of labeled training data and unlabeled training data can also be different. It 
requires the training model to be robust to the unlabeled data from different distribution. 
Several methods about semi-supervised out-of-distribution detection (Guo et al., 2020; 
Saito et al., 2021; Zhou et al., 2021; Huang et al., 2021; Rizve et al., 2022; He et al., 
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2022) have been proposed to detect the data from unknown distribution. But there are 
great research opportunities on how OOD detection and OOD generalization can better 
enable each other, in terms of both algorithmic design and comprehensive performance 
evaluation.

6.2.3  Class‑imbalanced weakly supervised learning

SSL is closely related to weakly supervised learning(WSL) (Zhou, 2017). Similar to 
SSL, WSL is designed to overcome the need for large hand-labeled and expensive train-
ing datasets. WSL refers to learning from a large amount of weak supervision data. This 
includes: incomplete supervision (Chapelle et  al., 2006) (e.g., semi-supervised learn-
ing), inexact supervision (Dietterich et  al., 1997; Foulds & Frank, 2010; Carbonneau 
et  al., 2018) (e.g.,multi-instance learning) and inaccurate supervision (Frénay & Ver-
leysen, 2014; Gao et al., 2016) (e.g., label noise learning). Although we have discussed 
several algorithms for CISSL, but how to achieve good performance for imbalanced 
WSL is still under study.

6.2.4  Topology‑imbalanced semi‑supervised learning

Most of imbalanced learning algorithms (Cao et al., 2019; Cui et al., 2019; Huang et al., 
2020; Liu et al., 2019) handle quantity-imbalanced learning, where the distribution of 
training examples from different classes is imbalanced. But graph-structured data (Zhou 
et  al., 2020b) suffers from another aspect of the imbalance problem, the imbalance 
caused by the asymmetric and uneven topology of labeled nodes (Deli et  al., 2021), 
i.e., labeled nodes are not equal in terms of their structural role in the graph (topol-
ogy imbalance). The methods for quantity imbalance can be hardly applied to topology 
imbalance because quantity imbalanced learning usually treats the labeled nodes of the 
same class as a whole. Thus how to cope with the topology-imbalanced semi-supervised 
learning remains an open problem.

7  Conclusion

SSL has achieved great successes recently. Existing SSL algorithms often construct a 
model with a common assumption that the class distribution of the training data is bal-
anced. However, it is well-known that real-world datasets are often imbalanced, which 
leads to the degeneration of SSL models in realistic tasks. It’s worthwhile to make SSL 
algorithms to cope with the class-imbalanced data distribution. In this survey, we first 
give a short introduction of SSL and CISL algorithms. Then, we have comprehensively 
reviewed several deep CISSL learning methods proposed before 2022. We analyze the 
SOTA SSL, CISL and CISSL methods by evaluating them in a unified framework of 
reimplementation. Following that, we discussed the potential innovation directions for 
methods and task settings. In the end, we hope that this survey can help push these suc-
cesses towards the real world.
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