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Abstract
The emergence of cryptocurrency markets has drastically changed how online transac-
tions are conducted and provide a new investment opportunity. This study contributes to 
the literature on directional cryptocurrency price returns prediction by expanding the set 
of meaningful features extracted from textual data with sentiment analysis and compar-
ing their usefulness across multiple data sources. In contrast to previous studies, we use 
fine-grained topic-sentiment features. More specifically, aspect-based sentiment analysis 
models, JST and TS-LDA, are implemented to incorporate joint topical-sentiment features 
and the degree of text subjectivity. We collected, and make available, a dataset, which 
consists of data scraped from Reddit, Bitcointalk and CryptoCompare sources, to demon-
strate that proposed features lead to interpretable topics and an improvement in predictive 
performance.
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1  Introduction

Since its inception in 2008, Bitcoin is increasingly used in online payments and promises 
more secure financial transactions due to the system’s decentralised control as opposed to 
centralised banking systems (Nakamoto, 2019). The presence of multiple cryptocurrencies, 
or “altcoins”, increases the complexity of the market dynamics. Their popularity has led to 
a surge in the sharing of cryptocurrency information on social media and other online plat-
forms (Kim et al., 2016). The relevance of Twitter and Reddit for predictive performance 
has been shown (Garcia & Schweitzer, 2015; Phillips & Gorse, 2017). Still, many other 
data sources, such as forums and news, remain under-explored.

The present study adds to the research on directional returns prediction for cryptocur-
rency by comparing three topic-sentiment feature extraction approaches on the forum, and 
news data scraped from Reddit, Bitcointalk and CryptoCompare in terms of the predictive 
performance for directional returns of Bitcoin. We make the dataset, which contains alter-
native cryptocurrencies as well, publicly available.1 The newly created textual features lead 
to a higher degree of interpretability and improved performance. They are thus potentially 
beneficial for investors, as the prediction results can inform an investment strategy in algo-
rithm trading (the construction of which is outside of the scope of this paper).

The rest of the paper is structured as follows: an overview of the literature is given in 
Sect. 2 and the data is described in Sect. 3. The methodological framework is outlined in 
Sect. 4 and the findings are presented in Sect. 5. Finally, limitations and implications are 
discussed in Sect. 6.

2 � Literature review

Price dynamics in the cryptocurrency market. Compared to traditional financial assets, 
investing in cryptocurrencies does not appear safe (Chuen et  al., 2017). Its valuation is 
highly dependent on many factors such as mining costs (Hayes, 2017), network structure 
and market effects (Kondor et al., 2014) and peer influence of traders (Krafft et al., 2018), 
inhibiting the transparency of its valuation as a currency (Yermack, 2015). Moreover, the 
cryptocurrency market is often considered volatile and prone to the occurrence of bubbles 
in the price dynamics, specifically in the case of Bitcoin (Gerlach et al., 2018). Many theo-
ries have already been formulated and tested to shed light on the complexities of the cryp-
tocurrency market, such as evolutionary dynamics inspired by ecological models (ElBah-
rawy et al., 2017), wavelet coherence analysis (Phillips & Gorse, 2018a) or birth and death 
models (Wu et al., 2018), but they are not conclusive in disentangling the price dynamics 
of the market.

While machine learning techniques for stock market prediction are quite successful 
(Chang et al., 2009; Huang et al., 2005; Kannan et al., 2010; Sheta et al., 2015), a limited 
number of sources have focused on alternative cryptocurrencies (Alessandretti et al., 2018) 
other than Bitcoin (Jang & Lee, 2018; McNally et al., 2018; Jiang & Liang, 2017). In this 
study, we also focus on Bitcoin due to an already large number of other experimental con-
ditions, such as feature combinations and machine learning models that were used; how-
ever, the dataset we collect contains alternative cryptocurrencies as well.

1  https://​github.​com/​edlog​inova/​crypt​odata.

https://github.com/edloginova/cryptodata
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Predictions of cryptocurrency prices. Predicting volatility (Andersen et  al., 2003), 
which is a measure of price fluctuations, has been shown to have a significant impact on 
investment strategies (Fleming et al., 2003). Some studies have already attempted to pre-
dict cryptocurrency prices using machine learning. Guo and Antulov-Fantulin (2018), for 
example, studied the ability to make a short-term prediction of Bitcoin price fluctuations 
using machine learning methods and Amjad and Shah (2017) developed a trading strategy 
based on Bitcoin price prediction by using historical time series prices. In line with previ-
ous research (Shintate & Pichl, 2019; Valencia et al., 2019), we predict directional returns.

Accuracy is the most used evaluation measure in previous studies on directional returns 
(Bollen et al., 2011; Xing et al., 2018). This metric, however, could be very misleading, 
especially in unbalanced datasets. In financial markets, so-called bear or bull markets exist 
where there is a tendency for stocks to either always move upwards or downwards (Coudert 
& Raymond, 2011; Maheu & McCurdy, 2000). Depending on the period from which the 
dataset is extracted, it can be very straightforward to obtain a high accuracy if the market 
is moving 90% of the time in an upwards direction by always predicting a positive direc-
tion for all observations (Sun et al., 2009). As most previous studies do not report on the 
class imbalance and evaluate accuracy only, we argue that the true model performance is 
difficult to assess. Other metrics could be more appropriate such as the area under the ROC 
curve (AUC), which plots sensitivity versus 1-specificity (Elrahman & Abraham, 2013; He 
& Garcia, 2008; He & Ma, 2013). The benchmark dataset we provide will also allow for 
more direct and fair comparisons of predictive performance, as suggested by Nassirtoussi 
et al. (2014).

Textual data sources. Cryptocurrency information is spread through various social 
media outlets, such as Twitter, Wikipedia, or Reddit forums. Social media holds much 
value for predicting future events and changes (Schoen et al., 2013) by reflecting the senti-
ment of socio-economic phenomena and public opinions (Gonzalez-Bailon et  al., 2010). 
Local media coverage has furthermore been evidenced to be a strong predictor for local 
trading (Engelberg & Parsons, 2011). Network effects are significant in online commu-
nities, and individual members and their contributions are important for the diffusion of 
information (Panzarasa et al., 2009). The intrinsic motivation, shared goals, and social trust 
among users drive innovative knowledge sharing (Hau & Kim, 2011). Similarly to online 
communities, social trust has also strongly influenced the rise of cryptocurrencies (Maurer 
et al., 2013). Detailed information, for example, is shared on the web in response to crypto-
currency price fluctuations and trade volumes, which enable users to make more informed 
buying/selling decisions (Fleder et al., 2015; Kim et al., 2016). Many cryptocurrencies are 
traded online after consulting online forums (Grinberg, 2012; Maurer et al., 2013). Tweets 
that increase the polarisation of sentiment have been found to positively influence the 
price of Bitcoin (Garcia & Schweitzer, 2015). Also, activity on Reddit has been known 
to indicate the spread of epidemic-like investment ideas (Phillips & Gorse, 2017), which 
have been beneficial for the detection of cryptocurrency price bubbles (Phillips & Gorse, 
2018a). Moreover, on the basis of newspaper articles, textual information can predict the 
market and firm valuations (Tetlock, 2007). Indeed, news such as the fluctuations in the 
cryptocurrency prices and announcements on a cryptocurrency impact investment deci-
sions (Phillips & Gorse, 2018b). However, news articles have not been extensively used 
in cryptocurrency market prediction yet (Phillips & Gorse, 2018a), and their topical or 
advanced sentiment features have not been explored.

Each platform is highly specialized in providing its particular kind of content (factual, 
subjective, etc.) and interacting in a specific manner with their audience, either via short 
messages (Twitter), carefully written articles (news) or online posts, which can vary in 
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length from short replies to more elaborate texts (forums and Reddit). Each outlet uniquely 
influences investors and traders. The combination of different data sources can lead to more 
informed price predictions (Lamon et al., 2017), but it is not entirely clear how each social 
medium influences the final price. Until now, the literature has not pointed out how features 
from different data sources affect predictive performance for cryptocurrency prices. Addi-
tionally, the area of market prediction, and even more so cryptocurrency, suffers from the 
lack of high-quality datasets (Nassirtoussi et al., 2014). Past studies have primarily focused 
on Bitcoin while using Twitter or Reddit as data source (Garcia et al., 2014; Karalevicius 
et al., 2018; Kristoufek, 2013, 2015; Yelowitz & Wilson, 2015). Given the wide range of 
models and feature combinations explored, for the sake of clarity, the experiments in this 
study also focus only on Bitcoin prices as the target variable, but in the collected data, 
other cryptocurrencies feature as well.

2.1 � Text features

Topical features. Topic modelling is a text mining technique that extracts the most promi-
nent topics and their accompanying keywords, resulting in a conceptual overview of the 
corpus without going through the time-consuming process of manually sifting through 
the texts (Blei et al., 2003; Lee & Seung, 1999). The information about topics discussed 
in social media has been shown to influence the market movement (Phillips & Gorse, 
2018b; Kim et al., 2017). More precisely, Phillips and Gorse (2018b) retrieved informa-
tion about the temporal occurrence of various topics by using dynamic topic modelling. 
The authors show how particular topics tend to precede certain types of price movements, 
showing the relevance of topic models in cryptocurrency forecasting. Nevertheless, only 
Kim et al. (2017) applied topic modelling for directional Bitcoin prediction, using a basic 
approach that assumes a single topic in every document and without taking the sentiment 
into account. In this study, we investigate if using more recent and more realistic aspect-
based sentiment models which extract both topic and sentiment without assuming a single 
topic per document improves predictive performance.

Basic sentiment features. For stock market price prediction, daily variations in Twit-
ter mood significantly correlate with daily changes in Dow Jones Industrial Average clos-
ing values (Bollen et al., 2011). Similarly to financial markets, Twitter and cryptocurrency 
markets are intricately related to each other (Fry & Cheah, 2016). Analysing user sentiment 
has been demonstrated to be relevant for predicting virtual currency value fluctuations 
(Kim et al., 2015). In its simplest and most widely used form, sentiment analysis concerns 
the polarity of the entire text: whether it is positive or negative. The level of subjectivity 
expressed by the author is another important feature, yet it has not been addressed so far 
(Abraham et al., 2018; Jain et al., 2018).

Targeted sentiment features. Basic sentiment classification methods naively assume 
that each document relates to only one topic (Pang et al., 2008), even though documents 
can relate to several of them in reality. To overcome this issue, aspect-based sentiment 
analysis methods jointly extract objects of interest and their corresponding sentiment. 
This method can be illustrated with the following example. Consider the sentence “mar-
kets are too manipulated, but the community is helpful”. The system should determine that 
the sentiment about the market aspect is negative, while it is positive about the commu-
nity aspect. In other words, sentiment and topics interact with each other and considering 
both simultaneously can be beneficial (Riloff et al., 2003). From a user’s perspective, some 
topics should be discarded as irrelevant while others should be detected in relation to the 
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sentiment for a better understanding. Aspect-based sentiment analysis has been applied on 
stock prediction (Nguyen & Shirai, 2015), but not on cryptocurrency. Modelling sentiment 
and topics at the same time did not earn that much attention yet in a financial context (Xing 
et al., 2018). However, it is a promising research direction, as subjectivity and topic-related 
sentiment scores allow investors to make more informed transactions since when a predic-
tion is made, the forecast can be linked back to topics and sentiment.

2.2 � Contribution

Our contribution can be summarised as followed: 

1.	 We address the research gap of applying aspect-based sentiment analysis (JST and 
TS-LDA) on textual data for cryptocurrency directional returns prediction. We also 
include polarity and subjectivity scores, as well as LDA topics. All the different feature 
configurations are explored and compared in classification experiments.

2.	 We demonstrate that extracted features increase the performance when predicting direc-
tional returns of Bitcoin. In contrast to previous research, this study measures the perfor-
mance of the models using both ROC AUC and accuracy, and we also report the class 
balance.

3.	 We show that extracted topics are interpretable and provide a more fine-grained insight 
than traditional LDA. We have invited several investors to provide their opinion on the 
topics and included their remarks in the discussion section.

4.	 Our dataset combines multiple data sources, including diverse textual sources: financial 
data from CryptoCompare, search queries frequency from Google Trends and textual 
data from forums, Reddit and news. As such, we bridge the research gap concerning the 
sentiment and topical analysis of news data for cryptocurrency prediction.

5.	 We release our dataset to facilitate the experiments by other research teams. The dataset 
covers multiple cryptocurrencies and a longer time frame than many earlier works, as 
the need for it was highlighted by multiple researchers (Li et al., 2018; Phillips & Gorse, 
2018b).

3 � Data

Historical price data and search trends
We perform experiments on 768 days from 20 February 2017 to 06 April 2019. Finan-

cial indicators were fetched from an API provided by cryptocompare.com, a monitoring 
platform for the cryptocurrency market. The data consist of the daily opening and closing 
price, high-low and volume of several cryptocurrencies. While the platform covers nearly 
1500 cryptocurrencies, we only handle the top five cryptocurrencies based on market capi-
talisation for data collection, and from those five coins, this study focuses only on Bitcoin 
in its experiments. We leave the other currencies for future studies because of the large 
number of factors already involved in our experimental setup. Market capitalisation data is 
extracted from coinmarketcap.com using an official API. Coins that were re-branded (had 
their name changed) or did not have sufficient coverage during the research time period 
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were excluded. The search frequency data is obtained from Google Trends for the full 
research period via a Python module Pytrends.2

Texts There are three sources of textual data in this study: Reddit, CryptoCompare and 
Bitcointalk.

The first source is a popular online discussion platform. It contains multiple subred-
dits, each focusing on a specific topic. The number of Reddit posts in the dataset consists 
of around 2 million comments from a subreddit on cryptocurrency.3 The data is fetched 
through Pushshift.io.4 This API was preferred over Reddit’s official API, as it allows gath-
ering data over a specific time range. In addition to the body of the comments, meta-var-
iables are gathered: thread titles, the voting scores on comments and threads, comment 
and post indices and comments’ parent indices. The tree structure of any thread can be 
reconstructed by index matching. The second source is the CryptoCompare news aggrega-
tor, from which short news titles are extracted with the official API. The third and final 
source is Bitcointalk,5 one of the oldest and largest forums on cryptocurrencies. It features 
multilingual subforums and threads on alternative cryptocurrencies. A custom web-scraper 
has been developed to retrieve the forum threads. The statistics of corpora are indicated in 
Table 1. Extracted texts are highly domain-specific, containing abbreviations and slang.

4 � Methodology

The goal is to predict directional returns, which are calculated using closing prices. An 
upward movement in the closing price corresponds to the positive class in this case, and 
no movement or a downward movement is considered as the negative class. The problem is 
thus binary classification [similar to Valencia et al. (2019) and Shintate and Pichl (2019]). 
The dataset is only slightly imbalanced with 55.4% positive directions and 44.6% negative. 
Figure 1 gives an overview of the fairly complicated combination of data sources and algo-
rithms that we propose.

Table 1   Description of the textual datasets

Source Number of documents Number of 
unique tokens

Mean length 
(tokens)

Type

Reddit 2,637,346 1,285,431 27 Forum comments
CryptoCompare 79,768 195,122 77 News headlines
Bitcointalk 1,643,314 1,723,076 88 Forum comments

3  Reddit.com/r/CryptoCurrency/.
4  pushshift.io.
5  https://​bitco​intalk.​org/.

2  github.com/GeneralMills/pytrends.

https://bitcointalk.org/
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4.1 � Textual features

Tokenisation and part-of-speech (POS) tagging are done using NLTK6 Python library 
(Loper & Bird, 2002). Before extracting topics, we remove stopwords and punctuation and 
lemmatize words. URLs, usernames, numbers, currency symbols and emojis are converted 
to special tokens (e.g., “#emoji#”). Common contractions (such as “’m”) are expanded to 
their full form.

Subject extraction Finding the correct subject of each comment is a crucial task for the 
analysis. The aim is to maintain data quality while preserving a sufficient amount of data 
for further analysis. The eventual subject extraction pipeline is constructed in the following 
way. From the list of 50 largest coins, all the cryptocurrency names and ticker symbols are 
obtained. Some cryptocurrencies are usually referred to by one of the words within their 
longer name. For instance, ICON Project is generally discussed as ICON. Therefore, the 
names that consist of multiple words are split and put into a separate list. Within this list, 
words that exist in other cryptocurrency names as well, like the words “token” or “coin”, 
lead to duplicates and are thus deleted from the list as they can not be used as unique iden-
tifiers. The part-of-speech tags are used for filtering out the nouns to match them with cryp-
tocurrency names and ticker symbols. This results in a list of subjects for each observation, 

lagging

trend timeseries

Text Data Source

1. Bitcointalk 2. Reddit 3. Cryptocompare

Preprocessing +
Subject Extraction

Text Feature
Extraction

filter by subject
daily aggregation

lagging

1. polarity (Vader)
2. subjectivty (TextBlob)
3. LDA (Gensim) - 2 to 8 topics
4. TSLDA - 2 to 8 topics, 2 to 3

sentiment labels
5. JST - 2 to 8 topics, 2 to 3

sentiment labels

Basetable Creation

texts (raw)

lagging

financial timeseries

Feature combinations:

1. price and trend (no text)
2. price and trend + polarity
3. price and trend + subjectivty
4. price and trend + LDA
5. price and trend + LDA + polarity
6. price and trend + JST
7. price and trend + TSLDA
8. price + trend + polarity +

subjectivity + topics

Machine Learning Modelling
(next day directional return

prediction)

1. Random Forest 2. Logistic Regression 
3. XGBoost 4. Naive Bayes 5. MLP 

6. SVM 7. LSTM

Fig. 1   The entire experimental setup. Factors that differ between experiments are highlighted in bold (e.g., 
data source, features used and model used)

6  nltk.org.
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which is associated with the comment or post title that is analysed. Some observations can 
contain none of the cryptocurrency names from the list, where others contain multiple of 
them. When the subjects are extracted, the comment tree structure that is present on Reddit 
is used to further assign subjects to comments that did not identify a particular subject. In 
other words, the subjects that are discussed in a thread higher up the hierarchy are likely to 
be the point of discussion for comments that follow underneath. This assumption is used to 
assign subjects to comments where no subject is obtained from the comment itself. A dis-
advantage of this method is that it is possible to incorrectly classify comments by assuming 
they discuss the same subject as their parent comment does, while this was not the case. 
We have manually annotated a subset of 88 random texts to estimate the accuracy of this 
rule-based approach. The precision score is 0.95, and the recall is 0.89.

Sentiment The lexicon-based approach VADER (Hutto & Gilbert, 2014) is used to 
extract a compound polarity score. This library is selected due to its high performance on 
short informal texts, which constitute a large part of our dataset. The score ranges from 
− 1 (most negative) to 1 (most positive). The distribution of sentiment scores is reported 
in Fig. 2. The sentiment is identified for the entire text, and in combination with the sub-
ject label from the previous step, we have a coarse-grained alignment sentiment-target. 
This serves as a baseline method to compare with more advanced target-based sentiment 

Fig. 2   The distribution of polarity labels assigned by VADER library

Fig. 3   The distribution of subjectivity labels assigned by TextBlob library
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methods. In addition to polarity, we use TextBlob7 library to extract the measure of sub-
jectivity expressed by the text (Fig. 3). This aspect has been mostly overlooked in previous 
studies.

Topics Topical information is extracted per text by using Latent Dirichlet Allocation 
(LDA) (Blei et al., 2003) (Gensim implementation8). The texts are tokenised and preproc-
essed beforehand: words are lemmatised, common contractions are expanded, URLs, emo-
jis and numbers are converted into special tokens, stopwords and short words are removed. 
We experiment with the number of topics, trying 2 to 8 topics. As can be seen from Table 2 
(produced with pyLDAvis), topics tend to gravitate towards the transaction descriptions 
(Topic 1), business aspect (Topic 2), knowledge contribution and discussion (Topic 3), per-
sonal opinions and conversations (Topic 4), and economic aspect (Topic 5).

In order to evaluate the concepts identified by the models, we contacted investors in 
cryptocurrencies with the request to double-check the topics. They agreed with the inter-
pretations we provide, although they mention that there is a certain overlap in some of the 
topics, as well: for example, “country” and “regulation” are more used for ICO’s to restrict 
some investors from taking white paper or investing money and from exchanges to restrict 
some accounts doing “Know Your Customer” (KYC).

Table 2   Most salient words for LDA topics

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Remove Bitcoin Please People Market
Exchange Blockchain Question Crypto Coin
Wallet Token Concern Think Price
Account Project Action Really Bitcoin
Country Company Contact Would Crypto
Address Network Perform Right Money
Tax Currency Moderator Thanks Month
Tether Block Comment Great Value
Transfer Platform Argument Point Worth
Funds System Submission Wrong Amount
Credit Smart Click Pretty Buy
Regulation Technology Thread Could Years
Ledger Business Post Someone/anyone/

everyone
Buying

Transaction Decentralize Contribute Understand Dollar
Trade Partnership Cryptowikis Though Investment

Content Look Start
Bias Still Million
Verge Saying Trading/trade

7  https://​textb​lob.​readt​hedocs.​io/​en/​dev/.
8  https://​radim​rehur​ek.​com/​gensim/.

https://textblob.readthedocs.io/en/dev/
https://radimrehurek.com/gensim/
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4.2 � Other features

Apart from textual features, we use financial data and normalised Google Trends search 
frequencies to construct lagged variables. The lag is 7 days, and the features are aver-
aged with a rolling window of 1 day (3 days lag was also tried, but it did not lead to an 
improvement), so that for each day, we obtain, for example, 7 lagged values for the “return” 
variable.

4.3 � Additional processing

The final challenge is to aggregate textual features to make them compatible with these 
financial and trend features, essentially time series. With the aggregation of individual 
comments, there will be an inevitable loss of information. It can be alleviated by consider-
ing finer granularity than a day, for instance, an hour. However, the financial and Google 
Trends data APIs did not allow this as their most detailed data was at daily intervals. When 
the sentiment data is aggregated into daily observations, the resulting features are the total 
number of comments, the sum of positive comments and the sum of negative comments. 
For polarity, the threshold is 0 (so comments with the polarity score less than 0 are seen as 
negative), and for subjectivity, it is 0.5.

4.4 � Aspect‑based sentiment analysis

In the previous section, we have assumed that each text covers one or more topics, and we 
have extracted the sentiment of each text. However, in such a setup, if the text contains two 
topics, and one is mentioned negatively, while the other positively, we would assign a neu-
tral score to both of them. It is possible to alleviate this issue and receive more fine-grained 
sentiment information by using aspect-based sentiment analysis (ABSA) models.

ABSA involves three steps: aspect identification, aspect mention extraction, and senti-
ment classification. Aspect identification can be either unsupervised or supervised if the 
list of target aspects are given. In the latter case, filtering methods based on the part of 
speech tagging or topic modelling techniques are used. Mention extraction involves cor-
rectly determining the aspect corresponding to a given text fragment. Finally, from the rest 
of the fragment, the sentiment expressed towards the found aspect is classified. The most 
popular machine learning methods for this task are support vector machines and neural net-
works. Nonetheless, sentiment lexicon-based approaches are also widely used. The existing 
supervised ABSA models have decent performance, as demonstrated by SemEval competi-
tions (Pontiki et al., 2016). However, they are not easily transferable even within the origi-
nal competition’s domain, and as such, we decided against pretraining models on SemEval 
datasets. Due to the lack of labelled domain-specific corpora, we focus on unsupervised 
methods. We investigate joint models, which are mostly modifications of LDA. Some of 
them include a time aspect to reflect the evolution of sentiment on a given topic.

JST. Lin and He (2009) proposed a joint/sentiment topic model (JST), based on LDA 
(Blei et  al., 2003), which detects sentiment and topic simultaneously from text. The 
JST model has the advantage of being fully unsupervised and can hence be applied to 
domains for which there are no labelled corpora. JST outputs joint topic-sentiment word 
distributions.
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TS-LDA. While JST is not specially tailored for stock price movement, Topic Sentiment 
Latent Dirichlet Allocation (TS-LDA) was built to predict stock price movement using sen-
timents on social media (Nguyen & Shirai, 2015). TS-LDA not only simultaneously cap-
tures topic and sentiment but also applies it on multiple stocks consisting of many transac-
tion dates. Contrary to JST, which does not distinguish between topic word and opinion 
word distributions, TS-LDA estimates different opinion word distributions per sentiment 
for each topic. By doing so, TS-LDA manages to determine which opinion words express 
positive or negative sentiment.

The scores for the topics are extracted with implementations provided by the authors of 
respective papers, then aggregated over all the comments per day and time-lagged in the 
same way as financial and trend predictors (7 days lag with one-day rolling window).

4.5 � Predictive models

We compare a wide range of standard machine learning approaches for binary classifica-
tion: Naive Bayes, Logistic Regression, Support Vector Machines, Random Forest (sklearn 
implementations (Pedregosa et al., 2011)). We have also implemented a Long-short term 
memory recurrent neural network (LSTM) and a Multi-Layer Perceptron (MLP) in Keras 
(Chollet et al., 2015) (with batch normalisation and Scaled Exponential Linear Unit activa-
tion function), which is trained using Nesterov Adam optimiser (Kingma & Ba, 2014).

80% of the data was allocated for the train-validation set and 20% for the final test. To 
account for the rather limited number of examples and slight class imbalance, we used 
the dropout, early stopping, class weights option of sklearn models (which penalised loss 
function according to the class proportion in the dataset), and SMOTE over-sampling 
technique.

For machine learning models, parameters were tuned with randomised search (300 iter-
ations) and fivefold nested time-series cross-validation. For deep learning models, we per-
formed grid-search over hyperparameters: 16, 32 and 64 units, 1 or 2 layers (MLP), 0.3, 0.5 
and 0.8 dropout rate.

5 � Experiments

In this section, we investigate the extracted topics and evaluate the predictive performance 
gain on directional returns prediction for Bitcoin. The overall pipeline, from the data col-
lection step to the experiments, is presented in Fig. 1.

5.1 � Topics

For LDA, we tried 2 to 8 topics. For JST and TS-LDA, combinations of 2 to 8 topics and 2 
to 3 sentiment labels were extracted. Those settings can be seen as hyperparameters.

As a baseline approach for extracting topical information, we used LDA. The exam-
ples of the most salient words extracted by a 5 topic LDA model are presented in Table 2. 
Broadly speaking, topic 1 appears to concern transaction details, containing more technical 
and legal terms. Topic 2 is related to the networking aspect, while topic 3 deals with the 
community aspect, the interaction between comment authors. Finally, topic 4 presents a 
more general communicative aspect, and topic 5 relates to market and investments.
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Examples of most salient words per topic-sentiment combination extracted by 
JST can be seen in Table  3. On the most general level, the methods converges to 
broad topics of social interaction in context of knowledge exchange (“life”, “know”, 
“help”, “want”) and opinions (“think”, “good”, “risk”, often in combination with 
“invest(ment)”), government/world outlook (“government”, “country”, “bank”, 
“china”), security (“hacker”, “secure”, “account”, “private”), laws (“tax”, “ille-
gal”, “regulation”, “ban”) and technical details of transactions (“network”, “segwit”, 
“core”, “fork”). Interestingly, JST is also capable of retrieving important named 
entities (China, Satoshi), as well as jargon (“fud”, “pump”, “bull”) and emotionally 
intense words (such as obscene vocabulary or emojis). It also takes a time aspect into 
account, which is one of the most consistent topics, extracted both as a separate topic 
that includes month names and a more market-related one that includes words “year”, 
“ago”, and “time”.

Table 3   Examples of JST topics (most salient words included)

State Transactions Emotions Prognosis Security

Exchange Block Lol #num# Wallet
Bank Miner Na #currency# Use
Money Segwit Gon Price Key
Currency Network Sh*t Year Address
Company Fork F*ck Month Private
Government Node #emoji# reach Safe
Country Core Oh Worth Hack
Tax Fee Moon Time Account
China Chain Ago Secure
State Transaction Security
Dollar Mb Hacker
Say Size

Market dynamics Opinions/knowledge Advertisement Law Altcoins

Market Like Bounty Government Coin
Price Know Project Country Project
Long Think Ico Control Ethereum
Time Want Campaign Ban Ico
Bull Good Scam Currency Eth
Going News Join Tax Invest
Run Understand Airdrop Money Token
Crash Try Token Exchange Potential
Bubble Need Signature China Altcoins
Happen Way Social Illegal Market
Term Come Medium Bank Ripple
Money Lot Team Cryptocurrency Long
Bear Bad Participate Regulation Best
Future Forum Activity Neo

Icos Future
Platform Investment
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However, the interpretation of sentiment classes, as opposed to the topics, is elu-
sive. They do not correlate with polarity or subjectivity scores extracted by VADER. 
While sometimes we can assume negative sentiment is extracted (such as with swear 
words), it does not seem to hold over multiple topics (as also noted by the investors we 
consulted). Similarly, topics extracted by JST are not always easily interpretable when 
we are interested in the sentiment aspect. For instance, topic 0 appears to cover the 
international aspect and government regulations when combined with Sentiment 1, but 
no relevant words are retained in combination with Sentiment 2.

We also explore TS-LDA. In contrast to JST, TS-LDA outputs not only joint dis-
tributions but also the most important words for each topic separately (Table 4). The 
topics appear to be slightly more targeted versions of LDA topics (as indicated by pos-
sible interpretations we provide in the table).

Overall, we can see that the retrieved clusters of words overlap with the ones pre-
viously found in the literature, e.g. mining, transaction, security, investment, wallet, 
blockchain found by Kim et al. (2017), which used TM-LDA. JST and TSLDA provide 
slightly more nuanced versions of the same concepts. However, there are also some 
differences: it appears that JST is the only model that focuses on domain-specific terms 
and time aspects, and the wiki concept extracted by TS-LDA is also new compared to 
the previous studies.

5.2 � Classification

In this subsection, we evaluate how the textual features discussed in the previous section 
can improve the prediction of the upward or downward market movement for Bitcoin. 

Table 4   Examples of TS-LDA topics (most salient words included)

Transaction Trade State & law Wiki Market dynamics Advertisement

Dash Exchange Bitcoin Remove Buy Project
Fee Wallet Country Cryptocurrency Market Coin
Block Coin Government Wiki Price Token
Transaction Buy People Cryptowikis Sell Blockchain
Miner Use Think Bot Think Team
Network Fee Currency Question People Think
Need Coinbase Crypto Moderator Time Use
Mining Binance Use Contact Going Company
Node Btc Ban Action Bitcoin Product
Time Account Money Concern Money Platform
Btc Transfer News Perform Alt Know
Fork Crypto Tax Rule Cap Market
Want Time World Message Month Ico
Coin Trade China Submission Know Need
Core Money Cryptocurrency Comment Exchange New
Use People Control Click Go Working
Increase Send Accept Flaired Hold Going
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There are several factors taken into account in the following experiments: which fea-
tures are included, e.g.  financial or text-based ones, which data source is used, and 
which machine learning method is applied.

Features The influence of the type of features on the predictive performance is inves-
tigated with financial & trend features, topical features and the polarity/subjectivity 
sentiment.

The methodology to incorporate sentiment analysis in the predictive features leads to 
six feature configurations. They are explained in Table 5. The source of each sentiment 
feature per topic model is explained in Table 6. In short, joint (JST and TS-LDA) and 
separate (LDA + VADER) topic-sentiment models are compared. For LDA, polarity 
features are extracted from VADER, while TS-LDA and JST output them along with 
topic scores. Subjectivity is always extracted with TextBlob.

We use the average length of comments as a default textual feature that is added to 
all configurations (except “none”, in which exclusively non-textual features are used). 
For all topical models, we need to tune the number of topics, and for joint models (JST/
TS-LDA) also the number of sentiment labels. For the sake of clarity, we provide only 
the best score across all tested configurations when reporting results. More details 
about performance across different hyperparameter configurations for these models are 
reported in Appendix A.1.

Data source The models are assessed across three data sources, namely Bitcointalk, 
Reddit and Cryptocompare data, each containing different types of textual data: forums, 
discussions and news, respectively. The raw texts differ in both quality and publication 
frequency.

Table 5   Possible feature 
configurations and corresponding 
labels used in tables reporting the 
predictive performance

Label Feature configuration

No text Trend and financial features only
Topic Features based on topic models (JST/TS-LDA/LDA)
Polarity Features based on binary sentiment
Subjectivity Features based on subjectivity
All Trend, financial, topic-based, polarity-based and 

subjectivity-based features

Table 6   This table explains the 
source of topic, polarity and 
subjectivity features for each 
topic model

For LDA, polarity features are extracted from VADER, while TS-LDA 
and JST output them along with topic scores. Subjectivity is always 
extracted with TextBlob

Topic model Sentiment features Model

LDA Topic LDA
LDA Polarity Vader
LDA Subjectivity TextBlob
TS-LDA Topic TS-LDA
TS-LDA Polarity TS-LDA
TS-LDA Subjectivity TextBlob
JST Topic JST
JST Polarity JST
JST Subjectivity TextBlob
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Predictive algorithm The final performance also depends on the machine learning 
methods, five of which are tested here: Logistic Regression (LR), Support Vector Machines 
(SVM), Random Forest (RF), Multi-Layer Perceptron (MLP) and Long-Short Term Mem-
ory neural networks (LSTM).

Results We evaluate the benefit of different textual features by adding them one-by-one 
to a baseline model that uses only financial and trend predictors. The test ROC AUC scores 
are reported in Table 7.

The first important finding is that our proposed approach improves the state-of-the-art 
in directional Bitcoin return prediction. This can be seen by comparing the column topic 
LDA (a similar approach as in Kim et al. (2015)) with the columns to the right of it (con-
taining the results of the proposed advanced text models). The ROC AUC increases with at 
least 3% points, which is impressive given the notoriously difficult problem of directional 
return prediction.

In the case of topical features, only the best performance across all tested values for the 
number of topics is shown; the same is true for the number of sentiment labels for ABSA 

Table 7   Comparison of maximum ROC AUC for different feature configurations (we add one feature type 
at a time in each column) and datasets (B—Bitcointalk, R—Reddit, CC—CryptoCompare)

For topical features, the maximum across all tested configurations of the number of topics/number of senti-
ment labels is given. The best result per model and dataset combination is highlighted in italic. The best 
result per dataset (before rounding) is highlighted in bold

No text Polarity Subjectiv-
ity

Topic LDA Topic JST Topic 
TSLDA

LDA + V JST TS-LDA

B
LR 0.46 0.50 0.51 0.51 0.51 0.50 0.50 0.51 0.50
RF 0.48 0.50 0.50 0.53 0.52 0.50 0.50 0.51 0.50
XGB 0.49 0.50 0.51 0.52 0.51 0.51 0.50 0.51 0.51
NB 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
MLP 0.47 0.52 0.51 0.52 0.58 0.53 0.51 0.58 0.53
SVM 0.45 0.50 0.53 0.51 0.51 0.52 0.50 0.51 0.52
LSTM 0.55 0.55 0.50 0.53 0.55 0.56 0.53 0.54 0.56
R
LR 0.46 0.51 0.44 0.49 0.50 0.52 0.49 0.49 0.52
RF 0.48 0.50 0.48 0.50 0.49 0.51 0.50 0.49 0.51
XGB 0.49 0.50 0.49 0.50 0.50 0.51 0.50 0.50 0.51
NB 0.49 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
MLP 0.47 0.53 0.53 0.53 0.54 0.53 0.53 0.54 0.53
SVM 0.45 0.51 0.47 0.51 0.51 0.51 0.51 0.48 0.49
LSTM 0.55 0.53 0.51 0.53 0.56 0.56 0.51 0.56 0.56
CC
LR 0.46 0.51 0.49 0.50 0.51 0.50 0.50 0.48 0.45
RF 0.48 0.52 0.49 0.52 0.50 0.49 0.52 0.50 0.49
XGB 0.49 0.51 0.50 0.51 0.50 0.50 0.51 0.50 0.50
NB 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
MLP 0.47 0.52 0.52 0.52 0.56 0.56 0.52 0.56 0.56
SVM 0.45 0.49 0.48 0.49 0.49 0.49 0.49 0.44 0.43
LSTM 0.55 0.55 0.52 0.53 0.54 0.54 0.51 0.53 0.54
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models (so that each score in, e.g. JST column is the best score across all tried configura-
tions of hyperparameters).

It should be noted that when we add topical features, we add not a single feature but a 
set of them, e.g., five topic scores if there are five topics. We also separately consider topic 
scores and joint topic and sentiment scores extracted with ABSA for the sake of a clearer 
comparison with purely topical features extracted by LDA.

Overall, the added JST and TS-LDA features either improve the predictive performance 
compared to LDA or LDA in combination with Vader or remain on par with them on 
all dataset and model combinations. Using only topical information from ABSA models 
leads to better or similar performance than using both topic and sentiment. As we can see 
from Table 7, the best result on Bitcointalk is 0.58 (obtained with JST, compared to 0.52 
with LDA), on Reddit, it is 0.56 (obtained with JST, compared to 0.53 with LDA), and on 
CryptoCompare, it is also 0.56 (obtained with JST, compared to 0.52 with LDA + Vader). 
Moreover, JST typically outperforms TS-LDA, though the scores are very close. We pro-
vide a more detailed analysis below.

Adding only basic topical information (using LDA) generally leads to slight improve-
ment on all datasets: on Bitcointalk, the most noticeable gain is with SVM (from 0.45 to 
0.51), on Reddit with MLP (from 0.47 to 0.53), and on CryptoCompare also with MLP 
(from 0.47 to 0.52).

Combining polarity scores with LDA topics does not lead to improvement, which 
proves the need for a more advanced approach for extracting sentiment and topical infor-
mation simultaneously. At the same time, compared to it, TS-LDA features do increase the 
performance when using LSTM on all datasets. However, it is JST topical-sentiment infor-
mation that leads to the most robust and noticeable gain: from 0.51 to 0.58 for MLP models 
on Bitcointalk, and it performs on par or better than other models on CryptoCompare and 
Reddit datasets.

The predictive performance of the extracted features varies over the datasets. The best 
results are obtained on the Bitcointalk dataset, with a ROC AUC of 0.58, as shown in Table 7. 
One possible explanation for a difference across data sources is that the gain in the predictive 
performance depends on the text length and posting frequency. When there is much noise due 
to the brevity of the comments (153 characters on average for Reddit) or the low frequency of 
posts (518 posts on average per month for CryptoCompare), while the Bitcointalk dataset has 
longer comments (515 characters on average) and higher frequency of posts (53,355 on aver-
age, more than 100 times the frequency of the CryptoCompare dataset).

Contrary to our expectations, the addition of subjectivity scores does not always lead 
to an improvement. We observe that it can both increase (e.g., for SVM on Bitcointalk) 
or decrease the performance (e.g., for LSTM on Bitcointalk), even though in the majority 
of cases (17 experiments out of 21) it improves. One possible explanation for why it has a 
more pronounced effect on Bitcointalk than Cryptocompare is the effect of the distribution 
of the subjectivity labels—as was illustrated in Fig. 3, on Bitcointalk, the imbalance is the 
lowest, while for CryptoCompare, it is the highest. Further research is required to inves-
tigate whether that specialised models determining subjectivity in online text data would 
perform better, compared to a strict lexicon-based approach that TextBlob utilises. Regard-
ing the polarity scores, we can observe that adding them alone leads to a consistent small 
improvement on most datasets and predictive models.

Concerning the link between topical features and performance, we have run a prelimi-
nary analysis by investigating feature importance scores of XGBoost models. Using all fea-
tures, we observed that JST features seem to occur much more frequently in the top twenty 
most important features for the model. More precisely, on the Reddit dataset, out of 14 
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possible combinations of hyperparameters, JST features appear in the top twenty features 
6.3 times on average (7 times they are the top feature), while TSLDA only 2.7; similarly, 
4.3 versus 0.35 for Bitcointalk and 3.2 versus 0.29 for CryptoCompare. Thus, there indeed 
appears to be a connection between extracted topics and market movement.

This result indicates that fine-grained sentiment and topic features can improve predic-
tive performance compared to traditionally used text polarity and LDA topics. Thus, we 
argue that ABSA features are a promising direction in feature engineering. Moreover, as 
ABSA models capture the interaction between topic and sentiment dimensions, they also 
allow a more detailed insight, as shown in the previous section.

6 � Conclusion

This study proposes a forecasting methodology to predict directional returns for Bitcoin 
using aspect-based sentiment analysis for automated feature engineering. We contribute to 
the literature by applying aspect-based sentiment analysis techniques (JST, TS-LDA) and 
exploring the benefit of using subjectivity scores on a new dataset that includes several text 
data sources.

While previous studies have focused almost exclusively on Twitter and Reddit (Abra-
ham et al., 2018; Phillips & Gorse, 2017), our novel dataset includes news and forum data 
scraped from Bitcointalk and CryptoCompare as well as Reddit. The dataset contains five 
popular cryptocurrencies (Bitcoin and alternative cryptocurrencies) and is available online.

Proposed models predict directional returns of Bitcoin using topic and sentiment fea-
tures, which indicate whether a particular topic and sentiment are present in a specific com-
ment. The extracted topics provide a more fine-grained insight than traditional LDA, as 
shown in the interpretation analysis we give (with the comments provided by cryptocur-
rency investors). This study thus increases the interpretability of the cryptocurrency model 
and serves as a step toward understanding why certain predictions are made, which is not 
always possible when complex models are used for cryptocurrency forecasting (Phillips & 
Gorse, 2018a).

The predictive performance experiments are carried out on a wide range of machine learn-
ing models with different feature and hyperparameter configurations explored on three datasets 
that contain different types of text data. The added JST and TS-LDA features either improve 
the predictive performance compared to LDA or remain on par with it in most experiments.

The proposed aspect-sentiment analysis features could be used as an element in the 
algorithmic trading approach, given that they improve predictive performance (thus giving 
us a better estimation of the future market situation) and provide insight into model pre-
dictions, with a finer level of granularity than using traditional features such as sentiment 
polarity or LDA.

A limitation imposed by the data is that cryptocurrency data sources do not always pro-
vide lengthy comments, and it can be useful to look into other online platforms that have 
noisy data with high-frequency posts or other sources that create high-quality posts but at a 
lower frequency to investigate the influence of these properties in more depth.

While the intrinsic difficulty of predicting complex market dynamics on a low-frequency 
basis leads to a somewhat low absolute performance in some experiments, we attribute it 
mainly to the size of the dataset and focus on relative improvement provided by the models.
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The added value of the textual features appears to depend on the nature of the text. No 
comparative study has been carried out so far on the properties of the data sources and their 
impact on predictive performance. To make daily directional forecasts for cryptocurrency, 
a high frequency of comments appears to be a requirement. Although popular forums such 
as Reddit are often consulted more frequently for cryptocurrency investment, the length 
and quality of the comments play a lesser role in the extraction of sentiment polarity. This 
study shows that sentiment polarity is valuable given that that the dataset provides informa-
tion on a highly frequent basis (Reddit vs CryptoCompare) and that a longer length of com-
ments (Bitcointalk vs Reddit) also can be valuable. A suggestion for researchers would be 
to use aspect-based sentiment analysis on alternative datasets instead of the most popular 
data sources such as Twitter or Reddit.

A Appendix

A.1 Hyperparameter optimization in LDA, JST and TS‑LDA

The number of topics and sentiments in JST and TS-LDA was optimized on the basis of 
their cross-validation accuracy. For LDA, from 2 to 8 topics were tried. For each of the 
joint topic models, the best set of number and topics was optimized by ranging the models 
from 2 to 8 topics and varying the sentiments from 2 to 3 as shown in Tables 8, 9 and 10 
for Bitcointalk, Reddit and News datasets respectively.

Table 8   ROC AUC over different combinations of hyperparameters for ABSA models on the Bitcointalk 
dataset (using all features)

Only the maximum score over all machine learning models is shown

JST TS-LDA LDA

# topic # sentiment ROC AUC​ # topic # sentiment ROC AUC​ # topic ROC AUC​

2 2 0.544 2 2 0.537 2 0.528
2 3 0.514 2 3 0.498 3 0.525
3 2 0.518 3 2 0.511 4 0.544
3 3 0.52 3 3 0.497 5 0.526
4 2 0.515 4 2 0.515 6 0.528
4 3 0.51 4 3 0.498 7 0.526
5 2 0.505 5 2 0.514 8 0.52
5 3 0.513 5 3 0.535
6 2 0.543 6 2 0.517
6 3 0.523 6 3 0.507
7 2 0.507 7 2 0.494
7 3 0.5 7 3 0.492
8 2 0.506 8 2 0.524
8 3 0.506 8 3 0.513
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Table 9   ROC AUC over different combinations of hyperparameters for ABSA models on the Reddit dataset 
(using all features)

Only the maximum score over all machine learning models is shown

JST TS-LDA LDA

# topic # sentiment ROC AUC​ # topic # sentiment ROC AUC​ # topic ROC AUC​

2 2 0.513 2 2 0.514 2 0.516
2 3 0.511 2 3 0.51 3 0.515
3 2 0.506 3 2 0.526 4 0.515
3 3 0.518 3 3 0.531 5 0.514
4 2 0.548 4 2 0.55 6 0.547
4 3 0.508 4 3 0.515 7 0.522
5 2 0.508 5 2 0.515 8 0.509
5 3 0.522 5 3 0.512
6 2 0.51 6 2 0.524
6 3 0.518 6 3 0.512
7 2 0.506 7 2 0.517
7 3 0.513 7 3 0.516
8 2 0.515 8 2 0.512
8 3 0.505 8 3 0.518

Table 10   ROC AUC over different combinations of hyperparameters for ABSA models on the CryptoCom-
pare dataset (using all features)

Only the maximum score over all machine learning models is shown

JST TS-LDA LDA

# topic # sentiment ROC AUC​ # topic # sentiment ROC AUC​ # topic ROC AUC​

2 2 0.543 2 2 0.543 2 0.517
2 3 0.511 2 3 0.517 3 0.514
3 2 0.503 3 2 0.504 4 0.547
3 3 0.512 3 3 0.509 5 0.504
4 2 0.51 4 2 0.512 6 0.526
4 3 0.533 4 3 0.536 7 0.505
5 2 0.507 5 2 0.506 8 0.518
5 3 0.499 5 3 0.5
6 2 0.503 6 2 0.5
6 3 0.512 6 3 0.509
7 2 0.545 7 2 0.545
7 3 0.533 7 3 0.522
8 2 0.537 8 2 0.538
8 3 0.541 8 3 0.545
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A.2 Predictive performance in terms of accuracy

See Tables 11 and 12. 

Table 11   Comparison of accuracy for different feature configurations (we add one feature type at a time in 
each column)

B—Bitcointalk, R—Reddit, CC—CryptoCompare. For topical features, the maximum across all tested con-
figurations of the number of topics/number of sentiment labels is given. The best result per model and data-
set combination is highlighted in italic. The best result per dataset (before rounding) is highlighted in bold

No text Polarity Subjectiv-
ity

Topic LDA Topic JST Topic 
TSLDA

LDA + V JST TS-LDA

B
LR 0.46 0.50 0.51 0.51 0.51 0.50 0.50 0.51 0.50
RF 0.48 0.51 0.51 0.51 0.52 0.50 0.50 0.51 0.50
XGB 0.51 0.52 0.51 0.52 0.52 0.51 0.51 0.52 0.51
NB 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
MLP 0.47 0.52 0.52 0.51 0.55 0.52 0.51 0.55 0.52
SVM 0.50 0.52 0.51 0.51 0.52 0.52 0.51 0.52 0.52
LSTM 0.55 0.55 0.50 0.53 0.56 0.56 0.53 0.54 0.56
R
LR 0.46 0.52 0.44 0.51 0.50 0.52 0.51 0.49 0.52
RF 0.48 0.50 0.49 0.50 0.50 0.50 0.49 0.49 0.50
XGB 0.51 0.51 0.51 0.51 0.51 0.52 0.51 0.51 0.52
NB 0.51 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
MLP 0.47 0.55 0.50 0.53 0.52 0.55 0.53 0.52 0.52
SVM 0.50 0.51 0.49 0.50 0.51 0.51 0.50 0.50 0.51
LSTM 0.55 0.53 0.51 0.54 0.57 0.56 0.51 0.57 0.56
CC
LR 0.46 0.51 0.49 0.51 0.51 0.50 0.51 0.48 0.46
RF 0.48 0.51 0.48 0.51 0.50 0.49 0.51 0.50 0.49
XGB 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
NB 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
MLP 0.47 0.52 0.52 0.51 0.54 0.54 0.51 0.54 0.54
SVM 0.50 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.49
LSTM 0.55 0.55 0.52 0.54 0.55 0.55 0.51 0.54 0.55
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